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ASTRI At a Glance

ASTRI is a government subvention organization, focusing on R&D on information and
communication technologies (ICT), with a mission to perform high quality R&D and transfer
technologies to the industries. Annual R&D budget ~410 million HKD, about 21% from industry

R&D Capability Patent Portfolio
500 staff, 420 (~85%) are R&D (25% PhD, 930/607 filed/granted under 24 IPC.
50%MS, 25%BS) Tech transfer 530 since 2009. IP
pooaling with HKPC, PolyU and BU on
¥ 7 iy IcT
r
Doctor  iB*
o=t 50%(210) Master  [=@le
LB 25%(105) Bachelor kagg,
.‘;. \?. / -
iy NG
ASTRI '/‘\\
Io
Strategy

5 initiatives + 1 national

Regional needs by local industry. engineering R&D center

Alignment with National policy of
13-FYP.

Coallaboration Platforms

« Consortiums

« Jointlabs & R&D centers

« Industry and universities Talent
training

FinTech

Intelligent Manufacturing
Next Generation Network
Health Tech

Smart City

RN =

About ASTRI

ASTRI is a government subvention organization, focuses on ICT (Information
Communication Technology) R&D and to transfer its results to industries.

R&D Capability Patent Portfolio Annual Budget
Among the current 500+ staff, 880+/504 filed/granted; Tech Project based funding; ~410M HKD
420 (~85%) are R&D with transfer 450+ since 2009, 88 in annual budget, about 21% from
(25% PhD, 50%MS, and 25%BS) FY2013/2014 industry

Strategy 4 Initiatives + CNERC R&D Core Competences

National level at 13t 5-year
plan; Regional for local
industry

Communication Technology
ICD Analog

ICD Digital

Opto Electronics

Electronics Components
Software & System

Security & Data Sciences

FinTech

Intelligent Manufacturing
Next Generation Network
Collaboration Platforms Health & Medicall _

«  Consortiums CNERC - HK — Chinese National

«  Joint labs & R&D centers Engineering Research Center,
Hong Kong Branch

R wNe
NounpwNE

* Industry and universities

Talent training



Core Competence &Technology Scope

Technology Divisions

IC Design
(Analog)

IC Design
(Digital)

electronics

Core Competence Groups

RFIC Design

Low Po
Design
Design P

TEChHOIOQY
ASIC

Implemen

Modules &
Integration

Manufacturing
Technologies

MEMs

Packaging
Li Battery c"bse;_:e“"’:jc‘" Data Analytics

Cloud
Compu

Software &
Systems

Multimedia
Systems &
Analytics

Security & Communications
Data Sciences Technologies
. Baseband
Cymr Securﬂy

Networking
Software

Emerging
Systems.

Video Analytics

Joint Labs, consortiums, and research centres

National
Engineering
Research
Centre for

ASTRI-HPE

Information

Technology
Research

ASIC
System (HK) Centre

ASTRI Proprietary

Four Types of Project Funding

Shenzhen-HK
Microelectronics
Consortium

ASTRI
Security Lab

ASTRI-TRULY
Joint Research
and
Development
Centre

ASTRI-SHHIC
Joint Laboratory|
of Wireless loT
Technologies &
Applications

ASTRI-SAE
Joint
Research &
Development
Centre

FinTech
Collaborative
Innovation
Center

U ASTRI's R&D projects are funded mainly by Innovation
and Technology Commission (ITC) of HKSAR
Government through the Innovation and Technology

Fund (ITF)

ITF-funded
Seed Project

ITF-funded
Platform Project

Cash Rebate Scheme

Industry partner is eligible for 40% cash

rebate from

ITC on sponsoring projects,

except for sponsorship in form of

licensing

Industry Collaborative
Project

Contract Research

* Forward-looking/
exploratory work to
provide foundation work
for future projects

* Capped at 2.8M HKD

Source of fund
Industry contribution:
>10% (=1 company)
Funded by ITC:

<90%

90%

M ndustry contribution
HFunded by ITC

¢ ASTRI owns all IP rights but
industry partners can license
the IP non-exclusively

Source of fund
Industry contribution:
30-50%

Funded by ITC:
50-70%

30% : 70% 50% : 50%

+ Industry contribution
30%: Industry partner can
exclusively license the
fareground IP for a period
50%: Industry partner can
own the foreground IP

Source of fund
Industry contribution:
100%

100%

M Industry contribution

* Industry partner can own
the fareground IP

FERIBE DI TEE S R > SEHZRE TR 5T ~ Bl R B B R e BUT
LT ERFATES - ERERA EREZEE - 7k
MHEEITHZRS - FHNZ R G FTRRY Ul EEREHE
FERIBE SRS - MBS T Z B G B R B A ATBEE
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Communication Technologies: LTE/4G

End to end LTE network reference architecture

S

_ Internet

N

—x\_/’/
ASTRI provides end-to-end LTE technology solution ™-._
- From physical layer to network and management layers -
- Extensive Interoperability Test with partners at labs and in the field -

* FDD/TD-LTE LTE Small Cell BB * Evolved Packet Core (EPC) * LTE Network Management

* RF Front-end * LTE Small Cell Gateway * loT Management and Applications

* Active Antenna System * Security Gateway (street lights, smart home, V2X_..)

* WiFiAC

HAil ASTRI 72 RIS E H LTE 170544 10T (818502 5G ik - il
¥LE4& (1) LTE RF & Baseband  (2) EPC & LTE Gateway {1 (3) LTE 4% K47

10



End-to-End LTE Netw olution Platform (2/2)

U ASTRI has setup an E2E LTE network at HK science park for system integration and
testing. It includes (1) Indoor network, (2) outdoor network, and (3) core network.

WIP Lab Indoor Network

g Security Gateway
Network e Small Cell Gateway
Management )
cafidire Internet
_ o -

LTE Small Cell
{outdoor)

ASTRI #ihw fdF— B Ap§ sizeable F &4k » WM p & #1F 3 ik

We partner with industry to deliver
commercial-grade and standard complied products/technologies

1st Commercial- JUNWAVE

4o .
i, Grade TDATESmall  PICOCHIP” = %% P Zheescaler

Demonstrated L Cell Reference Design, MNDSPEED supelaan

technology at Jointly developed - Fr e/

Mobile World CTIA with Mindspeed, and e TCLStrategic @

Congress (MWC), demo in MWC 2012 Partnership NS

CTIA, International demo ?J;%E

Telecommunication . MOBILE. @ .

Union (ITU) ete. worLY: — Selected by China i

Passed Interop testing at
China Mobile research
Institute lab

Mobile for large-scale

C]TE field trials in 7-cities

SEETERERE in the Mainland

2008 [~ World 1st TD-LTE v
Data Card =

Started TD-LTE Jointly developed

and LTE FDD

with partner and

baseband demonstrated in
development 2010 Shanghai
World Expo
| Completed 10T test
with base stations 1TED%
from Alcatel- the world's first multi— /‘) suﬂ‘_n,?g
Lucent, ZTE, and Alcatel-Lucent @ vendor equipments LTE @ ( intel SEFXE &R

Motorola FDD / TDD handover test

5G standard
involvement

E2E 4G/LTE Innovation
Platform and 5G
Initiatives

World's 1st FDD/TDD

LTE PSHO lab Test by

ZTE using ASTRI/ ZTE¢*

Innofidei LTE data card

Spin-off to form m

Innofidei Hong Kong

R&D Center innoFE! T EEN
TCL @Chma Mabile

moBILE

Joint demos of LTE-A, 5G and NFV with
industry partners at MW(C2015, 2016

China Mobile completed

hES Sl 1
using ASTRI/ Innofidei  CHNAMOBLE KEYSIGHT WIND RIVER
MOTOROLA LTE data card W
ROHDE&SCHWARZ

ASTRI & sE REEEAME RSB - HESAR Tt ELS NXP & reference
design > EPC f48H#45 INTEL F2AL 0 - B INTEL &% small cell 5y 572
B = Jr i [E| 28 282 Nanocell & NFV iy » Wi MWC 2016 A\ FAER -

11



Devi

ASTRI @ MWC2016 (1/2)

SmartHome

12



® ASTRI RAN Hfir

ASTRI 7E78EH&TA 80 gx A - {HAIS I LEH IC st A 100
ANLLERYFRRE - ASTRI #Y RAN #YHE i e b 28 54 Baseband it
46 o ASTRI IEABEEE MAC DL _ERY L2/L3 Fffy - {H BRI PR A1 AR
rEE - e FHE (2008)EL PICO CHIP &1F » ££ PICO CHIP #y SOC
2% Baseband $71fy » 2I]5-HH pioneer L1 API “Standard” FAPI - H
ATEVH 20 Rpaissd - d6H —2 Y spinoff A 5] -

Commercial LTE Small Cell and Terminals

ASTRI started TD-LTE and LTE FDD development in early 2008
Focused on baseband technologies of LTE small cell and terminal

a LTE Femtocell = LTE User Equipment (UE) R —

>17 customers LTE Femtocell Spun off a new LTE UE ASIC
~ R&D centerin
b\ 4

3 HKSTP .
PICOCHIP /-j ~~~~~ LTE Data Card
MNDspeeD: (Nte! innerper (CHEEER-

o LTE Small Cell Eeenessss B e  0G Research and NGN R

>20 customers in trial of our = 5GResearch

technologies to develop LTE ASTRI technology * UDN/LAA/LWA/V2X TCL
small cells inside: *  Massive MIMO

(Using commercially available = 1) PHY and MAC =  mmWave Transceiver Design

small cell SoC) algorithms ZTE
LTE Small Cell 2)  Implementation = Next Generation Network

3)  End-to-end = BBU Virtualization for UDN
integration and

CT'i'& HK
testing = MEC and Network Slicing

13



Commercial Products from ASTRI

lnnerFipel

Cat 4 TD-LTE/LTE FDD LTE Small Cell
Dual-mode Data Card (Rel.9) (Innofidei)

- 3

L

a -

(,

e ——— .
Cat 3 TD-LTE Data Cat 4 TD-LTE Data
LTE Small Cell LTE Small Cell/Relay
Card (Rel.8) Card (Rel.9) (Airspan)
(Sunnada) P
HIEUE Fratatype LTE Femtocell PicoChip LTE
TD-LTE Data Card for Prototype Femtocell

Expo 2010 (Rel.8)
ASTRI 8% & 17 £ operator IS AE -

In 2011, China Mobile organized the TD-LTE field trials in 7 cities
ASTRI/ InnofideiUE was 1 of 3 UE SoCvendors that completedthe trial
March 2014, ASTRI/Sunnada small cells pass ~90% China Mobile
Research Institute conformance tests (2012 —2014)

June 2014, passed China MobileResearch Institute small cell IOT
testing.

Dec 2015: Rank #1 candidate in CMCC small cell tender. Their OEM
partner is also selected in the list of tender.

14



Operators and 10

O ASTRI closely work with operators and partners to perform 10T and trials

a In 2011, China Mobile organized the TD-LTE field trials in 7
cities

a ASTRI/ Innofidei UE was 1 of 3 UE SoC vendors that
completed the trial

I\EI'IQIJk
1n neEin C| QUALCOMWW (B risiLicon
China Mt;bile Hong Kong : a Marc.h 2014, ASTRI/S_unnada small cells pass ~90% China
TDD/FDD handover testing 2012 Mobile Research Institute conformance tests (2012 —2014)
) a June 2014, passed China Mobile Research Institute small cell

10T testing.

a Dec 2015: Rank #1 candidate in CMCC small cell tender. Their
OEM partner is also selected in the list of tender,|

su,\nlnaﬂ l [ L M

iPhone 58
i | J « n
China Mobile Research Institute \ # ’ ZTE s” alualn
__4 cisco

Small Cell 10T 2014

HUAWEI
ASTRI Proprietary ERICSSON

FREEN201 SE—{FERBISSEPRBEINE _PirREA 2
FRE#ZEN201 SE— SRR ISP RMIE _FIMREA LR

ISR T HEBT201 SIE— b B ERIIEE T 2015421 28161 0M005TFT | BT A RAAS B RL T T4 , BUS-HEm2s A
AR
2R A - ik 2 R

FE R A, - STEARGERATE MBS, | FNEABSBOBERATDSRMBLA | eSS SR AGRATSE
SHEIFERA 1 EUE (P ) BISERATSEORTERA | AEEIIESSEARATSEIFTHERA | REBMERG (/TN ) ARATESMRERA | /T FERBER ARG ER
pASE R

A : SATEEARY

B{57

10 A © PESETRMAERE],
FIFESRALNTHARNTS BEESSH | ATEULRIEN20159125280H, TEEN | ASRIRERA SR | DILIHEEREE R A SR R R,
BT,

BREA:IZE

ERREEE : 15810169023

HEFE : 15810169023@139.com

TR AAETAEAS - = SE)AL BRI EEERE S

2015512824H

ASTRI MEEGHE » BRTEPHE—E end to end HYHIGGH

FIHIESREE (2.6GHz) » ASTRI HBA&HY L1 SERAVHIEESIHE 5
E {E test casese.

15



ASTRI Test Infrastructure

* ASTRI enabled a complete test infrastructure for E2E Conformance Test

commercial grade L1 verification. Phase5
FAPI Ci Test ing error-

»  We have implemented and verified >50K tests to
cover all 3GPP L1 standard requirements.

*  The maturity in L1 is important for our partners
to commercialize the reference design.

Phase3
3" Party Functional Test

Degree of Integration

Phase2
Standard Functional Test

+  Our developed test infrastructure can mature
i H Phase1
L1 software to commercial quality O At eoTost

Complete L1 testing model

Total

Tests

Des} licit

Test results = PASS
Test Results = PWC

[Tests P ASS and PWC)

Fully verified results with all 3GPP standards

10 s e e e i, e T

—
—o—

417 == High performance
/ with large margin

Trouresn

/ - Perfect match with
algorithm model

22

400MHz public safety &
video surveillance (Beijing)

2300MHz Hong Kong Science Park

16



LTE Private Trial Network for Public Safety

ASTRI enabled end-to-end solution for public safety
Network Setup

Frr— -
Sty BN
<Y o gfn
D naf.n
88 nagn
BRS upfn
88 g asn
N st

Building 1

Camera-1

ASTRI BJ 5G tH& 519 - £F Radio Access Network 5 HELFE
« C-RAN

« UDN

« Massive MIMO

« Spectrum Sharing

« MTC

« D2D/V2X

7E Network Architecture HEERE
* NFV

« Orchestrator

« SFC

« MEC

HfE RAN 5H » ASTRI Hilin
® ASTRI 5G R&D focuses on 5G research and Next Generation

Network (NGN) development
® 5G research impacts the standardization and NGNevolves over

standardization
® ASTRI’ s pre-commercial platform enables the 5G evolution

and attracts more customers

17



® Interim outcomes (e.g. patents, demos and reference designs)
enrich partners competences

Pre-commercial

. Commercial
5G Platform Next{Generation]Network 5G Network

Mobile Edge
Computing

UDN

Virtualization

4\7,{ ‘%ch\A?RLlL?Z —i"_""# Sharing customers for
IP portfolios — more opportunities

5G research m
* Innovation
Standardization

* Knowledge Sharing ZTE

Technology Demos

D2D/V2X

5G]Research! N
CTTC'HK
Pae BROGFEF LT RIH Y 42 D2D &NB—IOT entrial
J‘lﬂ.,'i’FutureForum#Sé'-:% UDN v £ 28 F LR I ains o
Patents and innovation disclosure with Tier 1 Phone 5G Technical reports and presentations
and base-station vendors [2015 - Now] = Massive MIMO technical proposal [oct 2015]

= 8 patents filed in 2015 on 5G technologies
= > 15 patents target in 2016

Feasibility Study for D2D/V2X Communication [Dec 2015]
Feasibility Study for LAA [Dec 2015]

Ultra-Dense Network: A Paradigm Shift for Network
Patent assignment with Tier 1 Phone vendor [2013] Deployment [Nov 2015]

it i
Standardization Activities
FuTURE Forum D2D communication demo in MWC 2016 [Feb 2016]
= Contributed 3 sections to UDN white paper [Nov2015] = Based on LTE Rel. 12/13 D2D sidelink with enhancements
= Cell Virtualization with Single Carrier * Support multicast and relaying
= Complex Interference in Future UDN .
= Advanced Interference Management in UDN NB-I0T demo in MWC 2016 [Feb 2016]
3GPP = 3GPP Cat-0 /Cat-M /NB-IOT UE demo
= (Co-signed contributions on (Outof

D2D Coverage Extension: range)
= LAA workshop [Aug 2015] x

= NB-IoT RAN 1 [Sept 2015—Now]
= 5G workshop [Sept 2015] @—@ 3?1 ua @
m—

ASTRI’s 5G Research Focus #1 ~&| - /it ASTRI FYEKES K TE »
ASTRI #E#F]H Virtualized BBU (Baseband Unit) » &/ MEC

(Mobile edge computing), UDN (ultra densed Network), Network
Slicing #1 multi-RAT aggregation FYfZ.[»

18



Air Interface
Challenge Technologies

» Deploy many low power base stations
* More base stations to support high traffic
capacity, high user data rate, and many
connections
*+ Each base station has fewer and more close
by users, thus reducing latency

Increased UDN solutions
area traffic capacity

Use many antennas at a base station
= Improve signal quality, thus increasing traffic

1
Increased i
user data rate Massive MIMO capacity, data rate, and energy efficiency !

a 0 v’ Better robustness against wireless channel !
S|gnal processing effects and hardware imperfections !
v Enhance signal power and suppress !

interference power !

Reduced
latency

~ Offload to free unlicensed spectrum !

LAA to « Alleviate traffic capacity and data rate !

unlicensed bottleneck with limited licensed spectrum !

Increased !
i

1

i . spectrum « Opportunistically exploit underutilized
connection density

unlicensed spectrum

~ Direct communication between terminals
» Communication without transiting via the

Increased

network energy efficiency D2D / V2X

:
communications i
1
1
1
1

increasing efficiency

1
1
i
i
1
network, thus reducing latency and !
1
1
* Enhancements for local area communication |

1

UDN: Ultra-dense network  MIMO: Multiple input multiple output ~ LAA: Licensed assisted access  D2D: Device-to-device  V2X: Vehicle-t ything

#¢_use case 1 | usecased4, i ASTRI @& f]* @& i vEPC
# v &5 » 4+ Baseband it 4 0 3% 4 3 MEC, UDN % & & -

ASTRI’s NGN BBU pool

ASTRI NGN solution s based on GPP.

Server platform Intel x86 IA architecture on Artesyn MaxCore HA
0S/Virtualization Windriver with Open-stack
Remote unit platform RRH with FPGA
wﬂ ./-3 Application Mini-CRAN (96 sectors)
\.\ l n tel Standard 3GPP Rel-10

/.\STR|7/.\

Bandwidth 5,10, 15, 20 MHz
Duplexing TDD & FDD in same code base
i of users 256 users per sectar
16 UEs/TTI
Cell Size 10 - 100 km
Mobility 160 km/h - 500 km/h
Throughput DL: 300Mbps per sector
UL: 150Mbps per sectar
MAC scheduling RR, PF, QoS
UE support Category 1, 2,3,4,5,6
Synchronization GPS, 1588v2
Advanced features Aggregation: CA /LAA/ LWA
q Interference management: TM7/8 heamforming,
"’\'\A‘DVMEE DL/UL SU_MIMO, Joint transmission and Joint
lte receive without antenna calibration
Voice: VoLTE (SPS with DRX, ROHC)

Platform: HA, VM life-migration
UDN Mobility: Mobility Tracking, UE content
sharing, Centralized SON

19



OpenStack Implementation on BBU pool

» ASTRI's BBU pool virtualization is based on OpenStack Architecture

Accelerated Data Plane

Hardware
Open vSwitch

VvNIC

Data Plan
Traffic

Core
network

f

Q

penStack Compute

OpenSta

ck Compute (Nova)

VM

VM VM

Data Plane Traffic

‘ VNFL ‘

.

Neutron Server (Neutron)

Tunnel
Bridge

External
Bridge

To External

Router Network

‘ VNFL ‘ ‘ VNFL ‘

RRH

Virtualization layer

OpenStack Networking

P

RRH

Hardware Resource

(

C-RAN Controller Node

Glance

Data Base

Policy
Backend

Use Case 1: BBU pool with MEC

» ASTRI’s BBU pool supports Mobi

le Edge Computing (MEC)

= Suitable for different deployment scenarios, e.g. indoor and outdoor, M2M and V2X

= Support Multi-RAT e.g. WiF

i/LTE/LAA/LWA/TVWS
BBU pool Architecture

— —
Intel X86/FSL ARM/ SDR Platform

(

Location
Tracking

BBU Pool with MEC

\

RAN
aware
Optimize

MEC Server
Mzm
Analysis

MEC Hosting Infrastructure and Application Platform

Content
& Cache

J

Measurement

/81/X2/IP data

i

LL/MAC/
RLC

g
\Q

Virtual BBU/Stack Pool

PDCP/L3
JOAM

Central
SON

\

il

RRH (Fthernet)

ASTRI Proprietary

Flexible Connectivity

B

Macro-cells

Small cells

Wifi for LWA

Deployment Scenarios

b
”g/&ﬁig

Indoor/Qutdoor coverage
(Dynamic offload)

Internet-of Things
(M2Mm)

turs  Gws

Low latency Vehicle
Communications
(V2V/v2x)
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Use Case 2: Satellite-Ground Communications

» ASTRI’'s BBU pool supports multi-RAT aggregation (e.g. Private network)
= Flexible deployment of multiple cells for coast coverages. (100km coverage)
= Massive MIMO to enhance coverage. (100 antennas for x10 distance coverage)
= Satellite-ground station integration on BBU pool (improve handover latency, mobile edge
applications)

HRED
3

i BRMF £k
o

0
-

09

BBU Pool with
multi-RAT aggregation

Inside ship covered

___,_,ﬁv)a; by small cells

Ini

i : TN a a— AN

REm  WRA

Use Case 3: 5G UDN

» ASTRI's BBU pool supports ultra-dense network (UDN) in 5G
] Terminals move frequently across base station coverage areas impacting quality of
experience
] Co-channel base stations create mutual interference
» ASTRI IPs and reference design
+ Mobility management based on control/user plane (C/U) splitting and cell virtualization
v Algorithms for reducing handover rate and signaling overhead
¥" Algorithms for UE mobility tracking
* Interference mitigation, i.e., reduced message exchange, cell on/off

Cell virtualization & C/U ((( )))
splitting facilitate mobility
management for UDN T
\ Cell virtualization Vi.ﬂﬁ:ﬂ‘l&wg_~
(i.e., base stations ____r___-—- nl
cooperation to form a |
virtual cell)

BBU Pool with
C/U Splitting and Cell Virtualization

Terminal moves
within a virtual cell

Low power

base station
ontrol-plane / User-plane (C/U)

splitting between 2 layers Control-plane signals User-plane signals
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Use case 4: Network Slicing

» ASTRI's BBU pool supports Network Slicing in 5G
= Each network slice layer can utilized different accelerated computation resources to serve a
variety of devices with different characteristics and needs, i.e. four network slices
= Multi-media Slice — High capacity and video cache
= Phone Slice — High mobility
= Massive loT Slice — Massive connection gateway
= Mission critical 1oT Slice — Low latency and high reliability

—
° I Multi-media Slice | =
5 w
b A O
i3 5
& I Phone Slice | @
Pl o
2 =
1
= ‘ I : Data Plan Traffic
= . . s
4 I Massive loT Slice | B
5 o
2 k]
E A | | | | g
I Mission-critical 10T Slice I =

RRH
Poal Neutron
Edge Clou Server
Neutron To
M VM M VM External
e Mobility Mgt Netwark
Viu server Mesiz server 4

Session Mgt Charging
Virtualization layer

C-RAN
Controller

Node [
Compute Storage 7'&
ASTRI ’ /.\

Hardware Resource
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® ASTRI EPC & NFV i

ASTRI 77)% Networking Software &7 /\FEAYEFH - FAEEHEE H
% 12182 LS EPC HYE ML > [TTH: EPC B RUEHIEF X
H o TR ZELwHiiA1 DPI DPSK Fffiyif# - B RithA VEPC (Y

FE i ©

ASTRI Networking Software (NSOFT) Team Overview, HFi4JH 20
ERA -

® Expertise & Core Competence
B Wireless (LTE, WiFi) Networking Software (e.g. LTE core
network) since 2008
IP Protocol Stacks
Network Management Systems
Internet-of-Things (loT) Management
Network Virtualization (e.g. NFV...)
® - Objectives & Strategy

B Commercial grade software R&D & license to industry (e.g.
telecom equipment vendors, solution vendors)

B Complement to Wireless vendors (e.g. LTE smallcell) to
complement their offerings

B Engage closely with eco-systems (operators, forums) to market
technologies

ASTRI’s mobile core network software portfolio:

Evolved Packet Core (EPC)

LTE Security Gateway

LTE Small Cell Gateway

Network management system

FastGate—ASTRI’s multicore packet processing software (EPC, and
gateways enabling module)
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Evolved Packet Core
MmE  (EPC)

LTE Small Cell
Gateway

. 51
TR-069 -

E 1@ LTE Small Cell
5 v B ,
Ed Ay J i 51

i N @ ———t = : —i FEE = = BB — — i Operators

IP Service
LTE Small Cell LTE'Security  LTE Small Cell

Gateway Gateway

Indoor/private

ASTRI has developed core software technologies in both sighaling and data plane for LTE core
network elements.

Target applications are:

* public networks (e.g. Smallcell Gateway)

* private/enterprise/special purpose networks (e.g. EPC, Management System).

- A s % s [\ s
e IN T3 EPC
TD-LTE Small ASTRI LTE ASTRILTE ASTRILTE
Cell Security Smallcell Evolved
Gateway Gateway Packet Core
(EPC)
Optimized, deliver - Supports >640K - Supports >100K online
20+Gbps NFV subscribers, >10K subscribers, line speed
performance signaling call/sec data throughput
Stateful IPSec failover - Stateful SCTP failover - Embedded HSS/PCRF
(no connection drops) - Single-box/distributed
Deployed to manage
subway signals

i Bl#k3 ¥ 4v o ASTRI engbjire i 4 51t - £ @ E Y ahe
195 T & o Spec’ ASTRI ¥ F + & # & Openstack fv OPNFV % #4

5
At

o

® 4G-LTE green-field data services, 3GPP standards compliant
(R9/R10)
® (Commercially available & deployed: in trials and live networks
® Flexible Deployment:
B Embedded HSS: support SIM authentication
B Embedded Policy control: for various QoSservices
B Single Box EPC& Distributed: MME, SGW, PGW deployable
in single box/distributed
® Virtualization: NFV support coming! supports WR Titanium Cloud,
Intel ONP 1.3, OPNFV Arno..
® Extremely Cost Effective:
B x86 hardware: supports 20K+ users, 10+Gbps (< USD$3K
hardware)
B ATCA hardware: also supports
® ASTRI Owned Technologies:
B FastGate: High performance multi-core protocol stacks
(protocols
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B HA Framework: No interruptions of sessions & services during
failover
B Software architecture & 3GPP procedures

Small Cell Access: Small Cell Gateway & Security Gateway

's ™
4 ~\
> p
>
Small Cell Gatewa
y IPSec Gateway
Aggregalte many small cell $1/SCTP into 1 _ Authenticate LTE Small Cells
connection to EPC
) . - Protect core/operator network
Offload signaling from EPC IPSec encryption for all signaling and data
Paging storm control & optimization P g g
Network isolation between small cell networks
¢ with core network y L )

* Small Cell Gateways aims to simplify, and reduce complexity and loading to
LTE EPC in operators network.

* Performance: support >640K online subscribers (NFV based), 20Gbps+ IPSec
Throughput

* High Availability: SCTP and IPSec session are statefully maintained (i.e. no
need to re-establish) during failover, this is critical for LTE mobile networks
(otherwise, subscribers call will drop)

bl

{24 ASTRI % EPC & Small Gateway 14 # > ASTRI if # { %
NFV = & chkjis o

g%” -@-‘l

FastCloud Orch&strator

Virtual

Domain

Security Small Cell
Gateway Gateway

NFV Infrastructure Domain

[ Overlay Network (e.g. VXLAN/SDN) |

ASTRI NFV LTE Core Network consists of:
- LTE Virtual Network Functions — EPC, Security Gateway, Small Cell Gateway
- FastCloud Orchestrator — Agile deployment and management of VNFs and

network configurations
- Interface with and support commercial and community NFV infrastructure
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m ASTRI 3% % NFV Market Trends (for LTE -> 5G) 3

® 0 =

Agility: NFV/SDN is part of 5G for creating a highly flexible
network, utilizing general purpose hardware, increase resource
utilization and reusability. Network configurations is
service/application driven and programmatically configured via
Orchestration.

NFV target future evolution: Existing LTE infrastructure providing

traditional mobile service (voice & data) already in place. NFV can

reduce the deployment cost, but unlikely replaces existing
infrastructure.

Network Slicing: NFV has high value in new services (e.g. [oT, 5G,

LTE for enterprise) with different network requirements. Different

customized virtual networks will exist simultaneously and without

interfering with each other.

Open Platform: establishes extensible and modular system

architecture for virtualization, e.g. OpenStack, OpenDayLight,

ONOS. Open source communities evolves in an extremely rapid

manner. No more “lock-in”, “closed systems” in future.

Virtual EPC Applications:

B Network Slicing: creating isolated

B Service Differentiation(using Service Function Chaining —SFC
to steer user traffic)

B C/U (Control/User) plane distribution(distributed U-Plane to
distribute traffic loading), e.g. virtualized data plane located in
central office

B Latency/bandwidth differentiation: using SFC & SDN,
optimized network path (even for different services of the same
user) can be realized: e.g.

B Video traffic can be offloaded at the network edge (to CDN)

B Low latency traffic may utilizes the shortest path

Key R&D Areas:

Performance (achieved): 20Gbps IPSec, 40Gbps EPC throughput
High Availability (achieved): software based, with
SCTP/IPSecstatefulfailover, no impacts to users and services
(achieved)

Orchestration: initial version of simple orchestration of
FastCloudorchestrator, future to enhance automation, and support
more deployment scenarios.

In-house a virtualized network: as test bed for day-to-day NFV
operations, and verifying various system/network topologies.
Including integration
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% ASTRINFV :roadmap #4 B % ¢ vEPC (NFV) 214 » 2
% service chaining # » MEC i# i& -

NFY | SFC [, MEC

e NFV: create virtualized LTE mobile core, with deployment
agility

* SFC (Service Function Chaining): enable service awareness
in virtualized LTE mobile core, and optimize infrastructure
utilization

* MEC (Mobile Edge Computing): enabling low latency
communications/applications, location awareness, faster
analytics (e.g. loT). Application enablement.

ASTRI MEC =gtz §_ITenabled CT

® Vision: Develop/Integrate MEC micro-cloud (in addition to MEC
server), to enable service aware and application enabling mobile
systems.
® Objectives:
B CT Building Block: 1) networking SW from EPC/Small Cell
Gateway/IPSecfrom ASTRI, i1) open source frameworks (e.g.
OVS, OpenStack) as building blocks
B [T Building blocks: offering computing resources.
B Services: to facilitate MEC, e.g. RAN info, location,

B T ASTRI l7}_1\1124‘\/ o ‘&5\1 Intel ’E_%zl' /f“ "ﬁ %E'&/;E‘E'hé\' (R4 'lﬁ:.' 2;}4“ Intel

Network Builder program > # & EPC % Intel #p #%# * > §2 wind
River 4 % 3 {RFehE F 5 5k 4 3 EPC/VEPC ehig it o
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ASTRI Network Function Virtualization Solution

ASTRI Key Technologies:

O Virtual Network Functions (VNFs) on Open NFV
Platform: VEPC, vSecurityGateway, and
VLTESmallCellGateway

1 FastCloud Orchestrator, enabling network
configuration in a few clicks

Intel® Network
Builders
PARTNER

O High Availability (HA) for carrier-grade solution Wind River Titanium
. ) Cloud Gold Member
I Partner of Industry ecosystems (Intel, WindRiver,
OPNFV)
Compute Node
VM M VM VM
LTE VLTE -
Small | vSeGW szl VEPC Frame
cell = work
GW .
WindRiver Titanium/OPNFV/intel ONP (3 ngtilfuud )
rches- SULUTIONBRET
- . trator
Intel CPU/NIG/QuickAssit Adapter White Paper
Intel® Open Network Platform INTEL AND ASTRI*
o BRI R [ i 2 Compute Nodes HELP MOBILE NETWORK
= = I OPERATORS SUPPORT o
SMALL CELL NETWORKS "‘5“‘#
- ASTRFs technology
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HRAER TV - SIIEBERL(ASTRI) 5G FHEIEEFSE) - #
¥4 ASTRI HE{f LTE L1 fi1 EPCIVEPC Tl gEua A » LTI EIFEAY Visibility -

Hfts R e
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® [/ signal processing fi1 DPI/EPC £y

® L 2/L3, SoC = NFVI & H partner 2t

® KA ECIFY Cloud Base MEC(& BB pool) LK Service chaining il
MEC # =2
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