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Paradigmatic Causation and Multitudes of Trumping

Da Fan & Linton Wang

Abstract. The objective of this paper is to propose and defend a syistbéslitchcock’s two
theses of token causation: firét,is a paradigmatic cause éf just in caseF counterfactually
depends o’ andC' provides a satisfactory explanation far second, from the perspective
of contrastive causation, trumping cases in the literatweenot simply cases of preemption,
but are cases of non-redundancy or overdetermination dapgon the choice of contrastive
pairs. To accomplish the objective of the synthesis, weeatat, in both the contrastive and
non-contrastive frameworks, Hitchcock’s proposal for hamweventC' provides a satisfactory
explanation ofF/, based on his notion of self-containment, is not yet fullgqaate. Further-
more, based on Hitchcock’s proposal, we develop an altemabtion of satisfactory expla-
nation — the notion of integrity — which is suitable for bolfetcontrastive and non-contrastive
framework.

Keywords. Paradigmatic Causation; Trumping; Counterfactual Depeod; Parasitic Depen-
dence; Causal Model; Overdetermination

1 Introduction

The objective of this paper is to propose and defend a syistbéslitchcock’s two theses of
token causation.

(Paradigmatic Causes) C'is a paradigmatic cause 6fjust in case (af counterfactually
depends o', and (b)C' provides a satisfactory explanation fBr(cf. Hitchcock 2007).

(Multitudes of Trumping) From the perspective of contrastive causation, the trump-
ing cases in the literature are not simply cases of preemphbot are cases of either
non-redundancy or overdetermination, depending on theelas contrastive pairs (cf.
Hitchcock 2011).

Though Hitchcock does not attempt to synthesize the thépiaradigmatic cases in Hitchcock
(2007) and the thesis of multitudes of trumping in Hitchcd2kl11), we will attempt to do

so. To accomplish this objective, we argue that, in both th@rastive and non-contrastive
framework, Hitchcock’s proposal for how an evefitprovides a satisfactory explanation of
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E is not yet fully adequate. Then, based on Hitchcock’s prahage develop an alternative
notion of satisfactory explanation that is suitable fortabie contrastive and the non-contrastive
framework.

In Hitchcock (2007), he attempts to qualify the sort of diitoas in which our judgements
about token causation, i.e., the paradigmatic cases oatians strongly align with counter-
factual dependence. The situations are identified by his¢mle of sufficient reason” (PSR
henceforth): for a deviant event (which is roughly eitheloatypical or an unexpected event)
in a given story, there is another deviant event which presia satisfactory explanation for it.
Moreover specifically, Hitchcock formulates PSR by using tiotion ofself-containmentin
that, within a given story (which Hitchcock callscausal networkincluding how the causé€’
is “connected” to the effeckl in question, if a particular event is causally influenced tyeo
events which are all in their default (non-deviant) staths, particular event is at its default
state! If the story on how an ever is connected to an everit is not self-contained, Hitch-
cock identifies the counterfactual dependenc& ain C' as aparasiticdependence to signify
that the explanation oF by C'is not satisfactory. Hitchcock shows that the challengeabté¢o
simple counterfactual analysis for causation from casge®fention and omission are cases
of parasitic dependence, and finds himself agnostic on tkestagqun of whether those cases of
parasitic dependence are genuine cases of causationcétitcki2007)’s proposal will be reca-
pitulated in section 3.

Nonetheless, in section 4, we will argue that there are dasglsow that self-containment
is not fully adequate for one to pick up a satisfactory exatem relation between events,
meaning that the distinction between paradigmatic camsatnd parasitic dependence based
on self-containment is not yet fully adequate with respedtd intended purpose. We argue
that, in those cases, there are events such that countetfdefpendence and self-containment
are obtained, but the events are explanatorily incompketeew line to remedy the challenge
from the case is not far away from Hitchcock’s self-contagmtn In section 5, the distinction
between paradigmatic causes and parasitic dependenterisatively drawn based on the no-
tion of integrity, in that, roughly speaking, the counterfactual relatigpsim a given story of
how events are connected aret disturbed by the deviant events outside the stémyother
words, the counterfactual dependence in cases of paratiggraasation are those that are not
disturbed by the deviant events outside the story for thetstactual dependence. Under the
restriction of integrity, since deviant events outsideha story have no impact on the standing
of counterfactual dependence inside of the story, we carttegtycounterfactual dependence
provides a satisfactory explanation between events intthg.SA contrastive version of in-
tegrity will be provided in section 7, which will be shown te b proper extension of Hitchcock
(2011)’s contrastive analysis of trumping cases, whicb ise introduced in section 6.

1This pragmatically oriented default/deviant distinctisnelaborated in Hitchcock (2007: 506-507). Hall
(2007), Halpern (2008), Hitchcock and Knobe (2009), ancpiliad and Hitchcock (2013, forthcoming) also adopt
this distinction in order to explain actual causation.



2 Causal Modelsand Default/Deviant Distinction

A took kit including causal modeling semantics and defdeltiant distinction will be exploited

throughout the rest of this paper. We will pack the tool kitcasnpactly as possible. For a
more detailed discussion of the formalism we use, of causalaimg semantics, or of the
default/deviant distinction, the reader is directed tortevant literaturé.

2.1 Causal Modeling Semantics

Consider a causal modé&l =< U,V, E, E5 > whereU is a set of exogenous variables in
which every variable is associated with a set of valdéss a set of endogenous variables in
which every variable is associated with a set of valuésjs a set of equations of the form
U; = k; for everyU, € U with a valuex,; associated to it, anfl; is a set of equations such that
for everyV; € V of the formV; = f. (W, ,...,W,,), wherefy. is a function that determines
the value ofV; via the variables$V,, ..., W, € U U V.2 For the equations i,, the equations
expressed by Boolean connectives over variables assoaidtie only two values{0, 1} take
their usual truth-functional meanings. That is, the eque#f = X VY (or Z = f,(X,Y))
means thatZ takes the maximal value betweéhandY; Z = X AY (or Z = f,(X.,Y))
means tha¥ takes the minimal value betweenandY’; 7 = - X (or Z = f.(X,Y)) means
thatZ = 1 — X. In this paper, we consider only causal models in which eesggenous
variable is assigned with only one valuefh and the equations i, are so designed that only
one value for every; € V can be calculated based on the values given for the variablgs

A causal graph for a causal mod®l =< U,V, E;, E, > is a directed graplir), =<
UUV,E >suchthatt = {< W, W; > |fw, = (...,W;,...) and fy, € Ey}, i.e,W;isa
variable that contributes to the determination functiothef value oflV;. The terminology of
kinship, e.g.,parents children, ancestors anddescendantscan be defined accordingly. For
example, for the parents of a node Pa(X) ={Y| <Y, X >¢ E}.

The formulas with respect to a causal modélinclude (a) atomic formulas of the form
'W; = k; whereW, € U UV andk; is a value associated witly;, (b) Boolean combinations
of atomic formulas, and (c) counterfactuals of the fornt> ¢’, in which ¢ is a conjunction of
atomic formuladl; = sy A ... AW, = k; (represented b\, ... W; = ;), andy is a Boolean
formula. The truth definition for counterfactuals requiﬂess_nation of submodels.

(Submodel) Let 3 be a set of atomic formulas andy, =< U*, V*, E}, E5 > be the
submodel ofdl =< U, V, Ey, E5 > such that

1. U* = UU{Wi|W; = &; € £},

2For causal modeling semantics, see, among others, Halpeaél (2005), Hitchcock (2001, 2007), and Pearl
(2000). For the default/deviant distinction, see refeesrin fn. 1 in this paper.
3The formalism of causal models in this paper basically feiehat of Pearl (2000).



3. Eik = (E1 — {VVZ =K; € E1|VVZ = K; € E}) U{VVZ = I{ZH/VZ =K; € E}, and

Informally, a submodelMs; of M is generated by the set ofterventionsy such that every
interventionlV; = k; € X functions to turn the variablg’; € U UV into an exogenous variable
and set its value tg;.

The truth conditions for formulas are as follows.

(Truth Conditions, Pearl 2000) A formula ¢ is true in a modelM —i.e.,M | ¢ — given

that
1. M = W; = k;, if and only if the value o#V; calculated from equations ¥/ is x;,
2. M=oy, ifandonlyif M = g andM = 9,
3. M Eypvy,ifandonlyif M = ¢ or M = 1,
4. M = —p, ifand only if M [~ o,
5. M E ¢ > v, ifand only if M- = ¢, wherep* = {IW; = ;|1 < i < n and

¥ = /\1§i§n Wi =k},

Truth conditions for Boolean formulas are defined as usuptapositional logic, and the truth
condition for counterfactuals is defined by using submadels
We use the case OM to elaborate the causal modeling semantics

(OM) Assassin shoots Victim, Bodyguard does not push Victim aaag Victim
dies. If Assassin did not shoot, or, if Bodyguard pushedivi@way, Victim would
not die.

The following causal modeD M is to represent the OM case, where three bi-valued variables
A, B, and D are to represent, respectively, whether Assassin shdots (1 if he does and

A = 0 if not), whether Bodyguard pushes Victim away & 1 if he does and3 = 0 if not),

and whether Victim dieslf = 1 if he does and> = 0 if not); Fig. 1 is the causal graph for
OM.

OM
.A: , A B
e B=0, \ /
D
e D=AAN-B
Fig. 1



By the causal modeling semantics, the causal model satisfies three atomic sentences:
OM = A = 1andOM = B = 0, for the first two equations assignand0 to A and B
respectively, and M = D = 1 sincel is the result of calculating’s value according to the
third equation and values of and B.* Moreover,OM = B = 1 > D = 0, as the consequent
D = 0 is satisfied by the submodélM z_; which resets the value d§ to 1 according to the
antecedenB = 1. In other words) is the result of recalculating the value bfaccording to
its equationD = A A =B, with B’s value reset td and A’s value intact.

The following list of definitions will be handy for later use.

Directed Paths (DP). Let GG), be the causal graph of the causal matiel The sequence
of variables< X1, ..., X,, > is a directed path, a path from the variableto the variable
X, InG)yjustin case, forany < i < n, the variableX; is a parent of the variabl&, ;.
Node(< X, ..., X, >) is the set of nodes on the path X1, ..., X,, > (cf. Hitchcock
2007: 509).

Causal Networks (CN). Let G, be the causal graph of the causal mogiel N is a
causal network connecting the variabteto the variableY in G, just in caseN =
U{Node(Pt)| Pt is a directed path fronX to Y’} (cf. Hitchcock 2007: 509).

Later, DP and CN will be used to define self-containment atebjity.

2.2 Default/Deviant Distinction

For the default/deviant distinction, according to Hitcblk¢2007),

As the name suggests, the default value of a variable is théatwe would expect
in the absence of any information about intervening caudese specifically, there
are certain states of a system that are self-sustainingytth@ersist in the absence
of any causes other than the presence of the state itseltiefla@lt assumption is
that a system, once it is in such a state, will persist in sustatz.

(Hitchcock 2007: 506)

Some pragmatically oriented rules of thumb to identify déifealues of variables are as follows
(cf. Hitchcock 2007: 507).

e Actions or events which do not last long are typically detian
¢ Intentional actions, or bodily movements requiring volitj are typically deviant.

e Actions or events (e.g. causes and effects) in need of exiiamare typically deviant.

4The third equation can be reformulated more mathematieallyp = min(A4,1 — B)’, but the expression
utilizing Boolean connectives should be understandable.
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¢ Positive events are typically deviant.

The default/deviant distinction is made on the pragmatieltehe verdict of the default is to be
varied according to the theory we adopt, the level of ang)ytic. (cf. Hitchcock 2007: 506).
The default value of a variable is a value that representsxpected state which thoughtto
be normal, according to some theoretical or pre-theolgirdaciples, with the absence of other
information rather than a value that represents the “genuine” norratd sf a system.

3 Sdf-Containment

It has long been observed that causation seems stronglhectthwith counterfactual depen-
dence, and in various cases the two kinds of relations go imemahd. Nonetheless, tlsemple
counterfactual analysi6SCA henceforth) is a too hasty over-generalization of the&eovation.

(SCA) C and E are two distinct actual events! is a cause oF if and only if £ coun-
terfactually depends of (i.e., E would have occurred had C occurred, and E would not
have occurred had C not occurred).

SCA is rejected because of the existence of counterexanplethe one hand, cases of omis-
sion and prevention illustrate that counterfactual depand is not sufficient for causation of
two actual events; cases of preemption and overdetermmmsaliow that it is not necessary, on
the other hand.

To remedy the problems of SCA, Hitchcock (2007) adopts a ddfgrent route. Instead of
providing a comprehensive theory of causation which covases including counterfactual de-
pendence or not, he focuses on identifying the conditionghvhe finds to be self-containment
(to be detailed shortly), under which counterfactual deljeeice between events is necessary
and sufficient for the events to be causes and effeatéith the two factors self-containment
(SC) and counterfactual dependence (CD), the cases foaloauscern in question are divided
into four quadrants.

SC

[I: Paradigmatic Non-Causation I. Paradigmatic Causation

-CD CD
[ll: Other Cases: IV: Parasitic Dependence:
Preemption Omission
Overdetermination Prevention
-SC

SFor counter-examples to SCA, see, among others, Lewis (2O0®) and Hitchcock (2001, 2007).
5The attempts for a comprehensive theory of causation basedunterfactual dependence can be found, for
example, in Lewis (1973, 2000), Halpern & Pearl (2005), aitdid¢ock (2001).
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Fig. 2

As in Fig. 2, when we are enquiring whether C causes E, we dHostly consider the self-
containment of the story connecting C to E. If the story i$-sehtained, the case falls in either
quadrant | or quadrant I, depending on the counterfactepéddence of E on C. If otherwise,
the case falls in one of the other two quadrants. For casasadrgnt IV, such as omission and
prevention, the given story is not self-contained but thieowunterfactual dependence between
the two events. Hitchcock calls this kind of counterfactd@pendencearasitic dependence
and refrains from judging whether it is genuine causatioor dases in quadrant Ill, such as
preemption and overdetermination, Hitchcock suggeststbahould make judgements about
causation by appealing to theories such as those propogéddicock (2001) or Halpern and
Pearl (2005).

To introduce Hitchcock’s notion of self-containment, take case of omission OM in sec-
tion 2 as an illustration. Given OM, two objections to SCA dmnraised. FirstD = 1 does
counterfactually depend oB = 0 (OM = B =1 > D = 0), but B = 0 may not seem to
be a cause oD = 1. Someone may insist that = 0 is a genuine cause, but in various cases
with the same causal structure, such omissions are cleatlgauses. Think about the queen
case: John did not water his flowers, and so they witheredhbwgueen of the United Kingdom
did not water his flowers either. The queen’s not wateringlbisers should not be a cause of
his flowers’ withering, even though whether his flowers widtecounterfactually depends on
whether the queen watered them.

Second, according to Hitchcock, even if it is acceptable tha: 0 is a genuine cause, there
is still some intuitive difference betweeh = 1 as a cause anBt = 0 as a cause. It is the case
that D = 1 counterfactually depends on bath= 1 and B = 0. However, on the one hand,
without mentioningB, the story involving onlyA and D strikes us as a self-contained story
including enough information to explain itself: Assasdwoats and Victim dies; if Assassin did
not shoot, Victim would not die. On the other hand, the starly anvolving B and D seems
explanatorily incomplete: Bodyguard does not push Victmay Victim dies; if he did, Victim
would not die. The second story, without mentioning the faet Assassin shoots, seems to
leave why Bodyguard’s action could make the difference octivi’s survival unexplained.
In Hitchcock’s words, the counterfactual dependencéof= 1 on B = 0 is parasiticupon
A = 1 (cf. Hitchcock 2007: 504-505). But this intuitive differemis not explained merely
in terms of counterfactual dependence. Hitchcock’s digagnmdicates that underlying the
intuitive difference is their difference with respect tdfsmntainment: the story connecting
to D is self-contained, sa@ = 1 is a paradigmatic cause &f = 1 based on the counterfactual
dependence; on the contrary, the story connecling D is not self-contained, so no matter
whether or notB = 0 is a cause oD = 1 simpliciter, it is not a paradigmatic cause.

Clearly, the causal modé) M/ per sedoes not discriminate between the counterfactual de-
pendence oD = 1 on A = 1 and the counterfactual dependencéof 1 on B = 0. Hitchcock
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identifies self-contained stories based ondb&wult/deviantistinction between values of each
variable (cf. Hitchcock 2007: 510).

(Self-Containment) Given a causal modéll and two variables andY” in M, the causal
network/NV connectingX to Y in G, is self-contained if and only if foran§ € N and all
its parentsZy, ..., Z, € N, M = (Zy = def(Z))N, ..., Z, = def(Z,)) > Z = def(Z),
wherede f is a function assigning default values to variables.

Informally, the notion of self-containment is meant to capta special version of tharin-
ciple of sufficient reasoadopted by Hitchcock, which claims that any deviant evenstnve
brought about by events including at least one deviant evatiter than by all default events
(cf. Hitchcock 2007: 507-508).

To apply the definition t@) M, consider the distribution of default and deviant events ac
cording to Hitchcock’s rules of thumb: that Assassin doeasshoot, that Bodyguard does not
push, and that Victim does not die are default stafleg (4) = def(B) = def(C) = 0). In
contrast, shooting, pushing, and dying are all devidat(4) = dev(B) = dev(C) = 1).
(In the remainder of this paper, we just make it implicit thas default and other values are
deviant for each variable.) Applying the definition of setfatainment ta@ M, the causal net-
work connectingA to D is self-contained, sinc@M = A = def(A) > D = def(D), where
def(A) = def(D) = 0. On the contrary, the causal network connectihgo D is not self-
contained, SiNC&OM (= B = def(B) > D = def(D), wheredef(B) = def(D) = 0.

Generally, for two event§' and E such that® counterfactually depends @r there are two
cases: if the causal network connectirigo £ is self-contained(’ is a paradigmatic cause of
E; if the causal network is not self-contained, the countduial dependence is parasitic. For
the latter, though Hitchcock refuses to judge whettigs a cause oF simpliciter, he claims
thatC' is not a paradigmatic cause &f. The intuitive difference betweeA = 1 as a cause
andB = 0 as a cause iW M can now be explained based on the difference in self-camiin
between the two networks. As the causal network connectinig D is self-contained and
D = 1 counterfactually depends ofh = 1, A = 1 is a paradigmatic cause @ = 1. On
the contrary, as the causal network connectih¢p D is not self-contained, though = 1
counterfactually depends aB = 0, the counterfactual dependenceparasitic upon the fact
thatA = 1, and thus thaBB = 0 is not a paradigmatic cause bf= 1.

We would like to supplement Hitchcock’s notion of paradigimaauses with the restriction
on applying it only to the causal concern with effects that@eviant events. In general, from
the perspective of PSR, a causal concern arises only onsawéith are deviants. For example,
in a variation of OM that Assassin and Backup both actuallpoiihing and Victim is alive, itis
not a causal concern (or a explanatory concern) to ask whaesa/ictim’s being alive. Without
this restriction of application, Hitchcock’s criterionrfparadigmatic causes might, dubiously,
lead to identifying that Assassin’s not shooting is a pagaditic cause of Victim’s being alive.
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4 Parasitism

In OM, though the death of Victim counterfactually dependshoth Assassin’s shooting and
Bodyguard’s refraining from action, the different causaés of the latter two events are iden-
tified by self-containment. As Hitchcock (2007) indicatésugh whether Bodyguard pushes
is a difference-maker of the death of Victim (i.e. Victim’sath counterfactually depends on
Bodyguard’s push), it does not offer a satisfactory exgianaor why Victim dies, since the
network connecting the two events is not self-containedcdntrast, the self-contained net-
work connecting whether Assassin shoots and whether Vidigs guarantees that the former
satisfactorily explains the latter.

But the followinghalf-dosecase shows that the line drawn by the notion of self-contamtm
between difference-makers which possess satisfactotgieory power and those do notis not
fully adequate. Specifically, the half-dose case illusdhat even in a self-contained network,
a particular difference-maker may fail to fully explain @susal consequence.

(HD) The lethal dose of a kind of toxin is 10 grams, meaning thatié took
10 grams or more of the toxin, she would die, and she wouldigiatherwise.
Each of Assassin and Badguy administers 5 grams of the toxictim’s coffee.
Victim drinks the poisoned coffee and dies. If either of Assa or Badguy did not
administer the poison, Victim would not die.

Let the causal modé¥ D represent the case, with the varialdleB, andD standing for whether
Assassin administersA( = 1 if Assassin administers and = 0 if not), whether Badguy
administers B = 1 if Badguy administers an® = 0 if not), and whether Victim diesi = 1
if Victim dies andV” = 0 if not), respectively.

HD

T A\ /B
e B=1, D

e D=AAB Fig. 3

Applying Hitchcock’s theory tdd D, both of the causal networksA, D} and{B, D} are self-
contained, and) = 1 counterfactually depends on both = 1 and B = 1. As a result,
according to Hitchcock (2007), both = 1 and B = 1 are paradigmatic causes bf= 1.
Nonetheless, the networksA, D} and {B, D} come with some parasitic feature which
makes neitherd = 1 nor B = 1 provide a satisfactory explanation fér = 1. In the HD
case, both of the two subplots connectiagr B, respectively, taD strike us as incomplete
stories. For bot{ A, D} and{ B, D}, administering a half of the lethal dose does not by itself
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lead to Victim’s death; Victim’s death counterfactuallypgads on either administration of half
of the lethal dose only because of the administration of therchalf of the lethal dose. As a
result, on their own, neither the fact that Assassin adri@rsshalf of the lethal dose nor that
Badguy administers half the lethal dose can fully explaictivii’s death, although both of the
two administrations are difference-makers for the death.

If the reason to accept Hitchcock’s notion of self-contagmtnis that, by using it, we can se-
cure that each particular paradigmatic cause not only ifereince-maker of its effect but also
can provide its effect a satisfactory explanation, the-tiae case constitutes a counterexample
showing that the notion of self-containment fails to guéearthe explanatory role of paradig-
matic causes: though bof, D} and{B, D} are self-contained, neithet = 1 nor B = 1
providesD = 1 a satisfactory explanation. If the line between paradiggnzdusation and
parasitic dependence is meant to reflect the differenceein éxplanatory power, Hitchcock’s
notion of self-containment is not yet fully successful.

5 Integrity

We would like to offer the new notion ahtegrity to avoid the challenge to self-containment.
To do that, the notion of integrity should be defined in sucheg that (at least) the following
four results follow: in OM,{ A, D} is integral but{ B, D} is not, and in HD, bot{ A, D} and
{B, D} are not integral. Some observations about (un)expecteatedactual dependence in
OM and HD, stated in an informal manner, may be useful to ektbdhe notion first.

(O1) In OM, if Assassin did not shoot, Victim would not dieems natural; thus the
counterfactual dependenceldf= 1 on A = 1 is in accordance with our expectation and
A =1 explainsD = 1 well. On the other hand, without the additional informatabout
Assassin’s shootingf Bodyguard pushed, Victim would not deesomehow confusing.
Thus the counterfactual dependencéof 1 on B = 0 is not expected an® = 1 is not
enough to explaiD = 1.

(O2) In HD, when considered separately, neitifekssassin did not administer his half
dose, Victim would not djanorif Badguy did not administer his half dose, Victim would
not dieis convincing; thus the counterfactual dependence is mard and botlAl = 1
andB = 1 lack full explanatory power.

For OM and HD, it seems that when counterfactual dependefreme event E on another event
C is expected, C has the full power to explain E. If otherwadyough C is a difference-maker
of E, C cannot offer satisfactory explanation for E, just astiwh’s death cannot be explained
well by Bodyguard’s refraining from pushing in OM, or by esthAssassin’s or Badguy’s ad-
ministration in HD.
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If the counterfactually dependence of E on C is unexpected;ould say that C influences
E in a way that “should” not be the case. For example, in OM, lgraty considering the
two events about whether Bodyguard pushes and whethenVaigs, it should be the case
that Bodyguard’s pushing is not a difference-maker for iviicg death at all. In other words,
without disturbances imposed by other events, whetheniidies should not counterfactually
depend on whether Bodyguard pushes. Since Assassin’sisfaldgturbs the counterfactual
relationship between Bodyguard’s pushing and Victim'stigid createsthe counterfactual de-
pendence of Victim’s death on Bodyguard’s pushing. Thoging should be no counterfactual
dependence between Victim’'s death and Bodyguard’s pusttiege turns out to be such an
unexpected counterfactual dependence because of thebdiste.

The notion of integrity is proposed to capture whether thenterfactual relationships in
a given causal network are disturbed by other events: if drijp@m is disturbed by other
events, the network is not integral; and if there is no distnce by other events, the network
is integral. Given a causal model and a causal network iitafparticular variableX in the
network, it could have several parents in the model. Thesmpscan be divided into network-
internal parents — parents in the given network, and netweat&rnal ones — parents outside the
network. Each network-external parent is a candidate fastaitbance, since it may influence
how X is determined by its network-internal parents. For netwaxternal parents which have
default values, they should not be disturbances, sincedteein states that we expect, and they
contribute nothing to the unexpectedness of the countedhcelationships, if any, between
X and its network-internal parents. However, network-exaéparents which have deviant
values may and may not be disturbances, so integrity is aeiaseed on comparing the actual
circumstance with the counterfactual situation where pdtvexternal deviants are changed
into their default states.

(Integrity) Let M be a causal modely be a causal network it/,; connectingX to
Y. For any variableZ € N with network-internal parents, ..., I, and network-external
parentsOy, ..., O,,, let My, be the submodel oM whereOy, ..., O,, are all altered by
intervention to correspond with the default, i.e., set exysly with their default values.
The causal networl/ is integral if and only if ¢) holds for eachZ € N with network-
internal parents:

(x) If Z has any network-external parentd, = (I; =iy A ... A1, =i,) > Z =z
ifand only if My, = (1 = i1 A ... A1, = i,,) > Z = #, for any possible valug, of
I, (1 < p < n) and any possible valueof Z.

The notion of integrity so-defined means to indicate thataance of network-external vari-
ables does not disturb the counterfactual relationshipsgmetwork-internal variables.

This notion of integrity captures whether the given netwigrkxplanatorily complete. On
the one hand, in an integral network connecting a varidble another’, the specific pattern of
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how each variable is determined by its network-interna¢ptr is not disturbed by its network-
external parents’ being deviant: it depends on its netviatdrnal parents in the way it should
do. Inthis case, the causal network includes sufficientmédion, andX is properly positioned
to offer satisfactory explanation to the valueYof On the other hand, if the network is not
integral, there are some deviant variables outside thearktsturbing the way in which some
variable depends on its network-internal parents. If teathe case, the information about
those deviants outside is ignored by the network and thetedatual relationships among the
network-internal variables are unexpected. Thus a set@faexplanation for the actual value
of Y must include information about those network-externaudizances, and the value af
by itself is not enough.

Therefore, the notion of integrity draws a line between eks connecting two variables
in which one cannot satisfactorily explain the other, antivoeks connecting two variables
in which one explains the other well. As a result, integriad to adequate results for the
cases mentioned in previous sections: ¥/, the causal networK A, D} is integral, but
{B, D} is not. ForH D, both{A, D} and{B, D} are not integral. Playing the same role with
Hitchcock’s notion of self-containment does, integritpssifiesA = 1 (that Assassin shoots)
as a paradigmatic cause bf= 1 (that Victim dies) forO M, as the notion of self-containment
does. However, disagreeing with self-containment,Hap, it implies that the counterfactual
dependence oD = 1 (that Victim dies) on4 = 1 (that Assassin administers a half dose) is
parasitic dependence, and the same for the counterfactpahdence o = 1onB =1
(that Badguy administers a half dose). If the objection tbamtainment in section 4 correctly
indicates that the reason to distinguish paradigmaticataarsfrom parasitic dependence is that
the former provides satisfactory explanations but thetatbes not, the new notion of integrity
is in the right position to supplant Hitchcock’s notion offseontainment.

Further comparison between integrity and self-contairtroan provide a diagnosis of why
integrity does a better job on capturing an event’s beinigfsatorily explained. To begin with,
let a causal model (rather than a causal network) be sethowd just in case if all parents of a
variableX inthe model take default values, th&ntakes a default value. Formally, integrity and
self-containment are related in the following mannett/ifis a self-contained causal model and
N is an integral causal network it¥, thenN is a self-contained causal netwdrK:his formal
feature means the following: when the causal relationghip world is constructed in such a
way that no deviant event occurs without occurrences oetgaht parents, the observation that
integrity implies self-containment means that every anlooscounterfactual relationship in an
integral network comes from and thus can be fully explaingeddviancen the network.

"It is not hard to seen why this formal feature holds. Conséderodeld! which is self-contained, and a given
network NV that is integral but not self-contained. Given tiéais not self-contained, it means that some variable
X in N is such that even if all its network-internal parents takiadk values,X does not take a default value.
Since the network is integral, this counterfactual feafareX will hold even if all network-external parents are
intervened to take default values. However, this violatesassumption that/ is self-contained.
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The contrast between integrity and self-containment cem falrther illuminate two related
issues of relevant concern: first, the issue concerning hevdéfault/deviant distinction con-
tributes to how causes provide satisfactory explanatioeffects; second, the issue concerning
how the default/deviant distinction contributes to ourgathent of causation in paradigmatic
cases of causation.

For the first issue, observe that self-containment is preg¢s capture a special version of
the principle of sufficient reason, which requires each ¢dod anomaly to have at least one
abnormal parent in the given network — there must be someratah@arent explaining the
anomaly in question. However, this special version of theqgiple of sufficient reason allows
the explanation from causes to effects tqbetial. For example, for the self-contained network
{A,D}in HD,if D takes its deviant valug, it must be the case that its network-internal parent
A is deviant. However, self-containment does not requirentte/ork-internal abnormal parent
to possess thkill explanatory power for the network-internal anomaly toarier neitherA
nor B can fully explainD’s being deviant. The deviant value &f is required forD’s value
to be deviant with respect td’s taking a deviant value. On the other hand, integrity rezgii
network-internal parents to possess full explanatory poweés being deviant counterfactually
depends om, but that dependence is based®s being deviant, so the netwofkd, D} is not
integral and it does not offer enough information to fullyp&in D’s being deviant. Therefore,
integrity is a condition more precise than self-containmenerms of capturing the notion of
satisfactory explanation.

For the second issue, given the discussion immediatelyegabowHitchcock (2007)’s ap-
proach to causation by the qualification from self-contantnany paradigmatic cause must
not only be a difference-maker for its effect, but also hgsdassess explanatory powerdome
degree for its effect, but possibly nobmpletely The qualification made by self-containment
ensures that the corresponding paradigmatic causesta@cessarily provide full explanations
for their effects, as the half-dose case shows. Given theasés of paradigmatic causation and
parasitic dependence are cases with counterfactual depeadhe explanatory significance of
the distinction between the two categories proposed byhidack (2007) is blurred. Then, in
what sense can we say that a paradigmatic causatgarasligmati@ It may be argued that the
distinction is made to capture whether C possassexplanatory power for E when E coun-
terfactually depends on C. However, this point of view ppgmses a strong assumption that
parasitic dependence possesse&xplanatory power at all. This assumption seems likely to
be incorrect. In OM, it seems that the Bodyguard’s refrgrftom pushing at least explains
Victims death to an extent. As self-containment does natiregparadigmatic causes to pos-
sess full explanatory power, the line drawn by Hitchcockuasin paradigmatic causation and
parasitic dependence fails to mark the difference in thetanatory roles clearly.

In contrast, if the condition about explanatory power is asgd in terms of integrity, each
paradigmatic cause must possess the full explanatory pgowis effect, and cases of parasitic
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dependence are cases that at best provide partial exglagaln this sense, each paradigmatic
cause ighe cause of its effect, for it is a difference-maker with thel ®xplanatory power.
On the other hand, for cases of parasitic dependence, efhetedce-maker in question is at
besta cause (or just a causal factor), for it cannot fully expldameffect. Since the notion
of integrity distinguishes paradigmatic causation withgsétic dependence in accordance with
the cause ané cause, the distinction is more strongly motivated: becalusg arethe causes
that make differences for and fully explain their effectargmigmatic causes may be called
“paradigmatic”.

6 Trumping

For the second part of the synthesis, we turn to the attempttoporate integrity into Hitch-
cock (2011)’s contrastive account for trumping. Beforengoihat, we first indicate that the
notion of self-containment is in tension with Hitchcock@ntrastive account for trumping.

The trumping case introduced by Schaffer (2000) consstatthorny problem for various
accounts of causation. Paraphrasing a realistic versanoehted in Lewis (2000), the trumping
case goes as follows.

(TP) Soldiers obey what is ordered by the officer with the highaskramong all
officers who issue any order. A sergeant and a major, beingrlygwo officers at
the position to order, simultaneously shout ‘Advance!& #oldiers hear both, and
advance.

A simple way to model TP is to represent it by the causal mddej with three bi-valued
variables/ (J = 0 for the major ordering nothing] = 1 for the major ordering ‘advance’}
(S = 0 for the sergeant ordering nothin§,= 1 for the sergeant ordering ‘advance’), add
(A = 0 for no action,A = 1 for advancing).

TPy
¢ J=1, / S
NS
e A=JVS Fig. 4

However, if the trumping case involves any destructive pomer and above the overdeter-
mination case, any adequate representation must fullects$pe law mentioned in TP — that
soldiers obey whatever is ordered by the officer with the ésginank among all officers who
issue any order. Unfortunately, the causal mddg) represents the trumping case TP by iden-
tifying it with the typical overdetermination case, sint@ccommodates the weaker law that
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soldiers advance dnyofficer orders ‘advance’, which should be the law governimgdverde-
termination case wheré = 1 andS = 1 share equal approval or disfavor for being a cause of
A = 1. Therefore, if itis possible that the trumping case is toflyeraciated as an issue distinct
from overdetermination at all, the TP case requires a moeegmined representation than the
simple bi-valued model’F,.

To display the full power of the law in TP, the causal mode?t properly represents TP
by using three multi-valued variables S, and A, respectively to represent the order of the
major (/ = 0 for the major ordering nothing/ = 1 for the major ordering 'advance’, and
J = 2,...,J = n for other orders), the order of the sergeasit=£ 0 for the sergeant ordering
nothing, S = 1 for the sergeant ordering 'advance’, afid= 2,...,.S = n for other orders,
corresponding to those of the major, respectively), anchttien of the soldiers4 = 0 for no
action,A = 1 for advancing, andi = 2, ..., A = n for other actions, with respect to the those
orders of the major/sergeant, respectively).

TP

o J=1, J S

S
) ifT#£0 A

" s ws—o Fig. 5

In TP, the counterfactual structure, with values representiegarders of officers other than
‘advance’ and actions of the soldiers other than advan@ogommodates the possibility that
the major’s order conflicts with the sergeant’s, and the ggudor A respects the full power
of the law that soldiers obey the order issued by the higtasting officer among those who
iIssue orders.

Hitchcock (2011) advocates contrastivism for causatioanalyzing the trumping case.
While Schaffer (2000) adopts the trumping case as a preempése, Hitchcock opposes him
by arguing that, when equipped with the contrastivist apping the trumping case needs not to
be seen as a preemption case; rather, it should be analyadid@&grained manner by appealing
to contrastivisn?,

According to Hitchcock (2011), cases of early preemptiate preemption, and overdeter-
mination are all cases calledgtundant causésmeaning that, in any of these cases, there are
two events A and B (or more) such that one or both (singly olectively) cause some other
event C, and either would have brought about C had the otheocourred. In those cases,
Hitchcock calls both A and B redundant causes of C, withomrmitting to either of them
being a genuine cause —for a redundant cause may or may neabsaimpliciter (cf. Hitch-
cock 2011: 229). Besides, if some event A is a cause of anetlet B but not a redundant

8For contrastivism of causation, see, among others, Sal{2065).
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cause, it is called aon-redundant causeA is causally irrelevanto B if A is neither a cause
nor a redundant cause of B. The main point Hitchcock defemtizat, varying with the selec-
tion of contrasts, the trumping case may be either a case ofagdundant cause or a case of
overdetermination, but it is definitely not preemption. brgcular, Hitchcock (2001) argues
for the following claims.

(i) J = 1 rather than/ = 2 is a non-redundant cause, thus, a causel, ef 1 rather than
A=2;

(i) S = 1 rather thanS = 2 is causally irrelevant to, thus, not a cause4f= 1 rather
thanA = 2;

(ii1) J = 1 rather than/ = 0 andS = 1 rather thanS = 0 overdetermined = 1 rather
thanA = 0.°

By adopting the contrastivist approach, these resultsiarag the seeming tension between the
view that the trumping case is a case of overdeterminatimhtlaat it is a case of asymmetry in
that J=1 and S=1 can have different causal status.

If the claims (i) — (iii) are collectively acceptable, it isteresting to check whether we can
at the same time accept the pragmatically oriented appma@sented in Hitchcock (2007). We
will argue that when applying the self-containment to theriping case, the claims mentioned
above fail to obtain together.

Consider claim (iii) first. It says that the trumping case isage of overdetermination,
if J =058 =0,andA = 0 are selected to be the contrasts. According to Hitchcock
(2007), overdetermination falls into the category of nordeufactual dependence and no self-
containment, i.e., the category represented by quaddantiig. 2. We may take the following
understanding of counterfactual dependence in the cdnisastyle, which seems to be at least
reasonable.

(Counterfactual Dependence, the contrastive version) SupposeX = x andY = y are
facts, andX = 2/ andY = ¢/ are alternative versions of them. = x rather thanX = '
counterfactually depends &n = y rather thant” = ¢/ ifand only if Y = ¢/ > X = 2/,

According to this definition, it is easy to see tht= 1 rather thand = 0 does not counterfac-
tually depend on eithey = 1 rather than/ = 0 or S = 1 rather thanS = 0. Moreover, we
can see that neither causal netwofks A} and{S, A} is self-contained. When events about
human actions are involved, the default is the state withaytaction, salef(J) = def(S) =
def(A) = 0. Thus, the causal network connectisigo A is not self-contained, since it would

%In Hitchcock (2011), the claims are made in a more generah fior accommodate the possibility that there
are more than two events connecting to the effect.
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still be the case that = 1 were it the case that = 0. Similarly, the causal network connect-
ing S to A is not self-contained either. Therefore, by applying theotly in Hitchcock (2007),
claim (iii) is comfortably confirmed.

Nonetheless, it is hard for claim (i) to fit in Hitchcock (20@7proposal. By referring
to J = 1 rather than/ = 2 as a non-redundant cause &4f = 1 rather thanA = 2, (i)
implies that/ = 1 rather than/ = 2 is a genuine cause of = 1 rather thanA = 2. Thus,
there are three possibilities: either it falls into quadrirll, or 1V, since quadrant Il is a
category purely for non-causation. First, it must not fatbithe category of no counterfactual
dependence and no self-containment (quadrant Il in Figb&jaused = 1 rather thamd = 2
counterfactually depends oh= 1 rather than/ = 2. Second, it must not fall into the category
of paradigmatic causation (quadrant 1), since, as indicami¢he analysis for the claim (iii), the
network{.J, A} is not self-contained. Third, it is also not reasonable axelthe case in the
category of parasitic dependence (quadrant V) either. Pntiie counterfactual dependence
of the soldiers’ advancing rather than shooting on the nggdering ‘advance’ rather than
‘shoot’ is not parasitic on the fact that the sergeant orders ‘advancereDarding whether the
sergeant so orders, the counterfactual dependence oataingy.

Hitchcock’s claims (i) and (iii) are thus in tension. The rad this tension comes from
the fact that bearers of self-containment are causal nksa@nnecting events without being
relativized to particular selections of contrasts, so Waethe networK J, A} is self-contained
or not is irrelevant to which selection of contrasts is cdased. Moreover, the notion of self-
containment does not accomplish the goal of discriminatiomgplete stories and incomplete
ones. When we consider the netwdtk A} by focusing on the particular selection of contrasts,
l.e.,J = 1rather than/ = 2 and A = 1 rather thanA = 2, it seems to be complete, for the
counterfactual relationships betweén=1andA =1 (J =1 > A = 1) and betweery = 2
andA =2 (J = 2 > A = 2) are just what we would expect without the information ah&ut
and hence/ = 1 ratherJ = 2 can satisfactorily explaial = 1 rather thand = 2. In contrast,
with respect to the selection of contragts- 1 rather than/ = 0 and A = 1 rather thamd = 0,
the same networkJ, A} is incomplete, for the actual situation where whetlier 1 or J = 0
makes no difference td is not what we expect; additional information abduts needed in
order to explain it.

While we do not see an obvious way to relativize self-comtant in a contrastivist fashion,
and believe that integrity does better than self-contamtrirearticulating paradigmatic causa-
tion, the attempt for the synthesis is to relativize intggio particular selections of contrasts in
order to accord with Hitchcock (2011)’s three claims for thenping case.
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7 Relativized Integrity

The unrelativized integrity is inappropriate for a contrasanalysis of causation. Returning to
the TP case, the causal network connectirtg A is not integral, since if the network-external
parentS of A were to take the default valukg the counterfactual relations betwedrand .J
would be different: if the major were to refrain from issuiagy order, the soldiers would do
nothing, rather than advance. The claim (i) cannot be aeliby the unrelativized integrity.

It helps to observe that, when we are interesteldaw S disturbs the causal outcome 6f
on A, itis substantive to compare the specific pattern of the mtactual relationship between
J and A with respect to that takes its default value ang takes its actual deviant value. On
the one hand, whef takes its actual valug, the counterfactual dependenceAt= 1 rather
thanA = 2 onJ = 1 rather than/ = 2 is not disturbed, for it would be the same weéréo take
its default:J =1 > A =1,andJ =2 > A = 2. In contrast, the counterfactual dependence of
A = 1rather thamd = 0 onJ = 1 rather than/ = 0 would be disturbed, foy =0 > A =1,
unlike what it would be ifS were to take its default.

The above observation suggests the idea that the causametwnnecting/ to A is integral
with respect taJ = 1 rather than/ = 2 and A = 1 rather thanA = 2, since the part of the
counterfactual relationship involving the two pairs of tasts is not disturbed by’s actual
value; and the causal network connectihtp A is not integralvith respect to/ = 1 rather than
J =0andA = 1 rather thanA = 0, sinceS’s being deviant disturbs the part of counterfactual
relationship about the two pairs of contrasts in questidmns idea is formally stated as follows.

(Integrity, therelativized version) Let M be a causal model, and be a causal network
in G,y connectingX to Y. Supposél = X =z AY = y, and the contrasts in question
are X = 2 andY = ¢y (' # z andy’ # y). For everyZ € N, suppose it has
network-internal parents, ..., I,, and network-external parents, ..., O,,,. Furthermore,
MEZ=:z2N =LA N, =i,andM = X =2’ > (Z = 2N = [[N...NL, =1)).
Let My, be the submodel ob/ whereOq, ..., O,, are all intervened to take their default
values. The causal networK is integral with respect taX = x rather thanX = 2/ and
Y = y rather thanY” = ¢/ if and only if both (#) and (##) hold for each € N with
network-internal and network-external parents:

in) > 27 =z,
#H My = (I, =N N, =1) > Z=7ifandonlyif M = (I, =i\ A..AL, =

i) > 7 =2

Consider TP again. The actual values of the variables datest state of the network/, A}:
J =1andA = 1. Moreover, the given selection of contrasts offers an iadtéve state where

18



J =2andA = 2 (sinceJ = 2 > A = 2). If both states remain intact when network-external
parents of variables with network-internal parents arerirgned to be default, the network is
integral with respect to the given selection of contrastsaAesult, fofl' P, the causal network
{J, A} is integral with respect td = 1 rather than/ = 2 and A = 1 rather thanA = 2, for if
S were to take), it would still be the casethat =1 > A =1andJ =2 > A = 2, thusS’s
being deviant does not disturb the counterfactual relahgs among the selected contrasts. On
the contrary, the networkJ, A} is not integral with respect td = 1 rather than/ = 0 and
A = 1rather thanA = 0: if S were to take), it would be the case that = 0 > A = 0, but
J =0 > A = 1is actually true. To fit in the contrastive approach, thetnaleed integrity
allows variation across different pairs of selected catsra

Since A = 1 rather thanA = 2 counterfactually depends oh = 1 rather than/ = 2
and{J, A} is integral with respect to this selection of contrasts= 1 rather than/ = 2 is a
paradigmatic cause, and hence a non-redundant caude=of rather thand = 2. So (i) is a
natural result of this new account. On the other hand, @iganfirmed by the following. The
causal network connectingito A is not integral with respect td = 1 rather than/ = 0 and
A = 1 rather thanA = 0; the causal network connectirijto A is not integral with respect to
S = 1rather thanS = 0 and A = 1 rather thanA = 0. FurthermoreA = 1 rather thanA = 0
counterfactually depends on neithér= 1 rather than/ = 0 nor S = 1 rather thanS = 0.
This result matches the characterization of overdeterioma&ases in Hitchcock (2007): they
are cases in quadrant Ill, in which there is no counterfactapendence and no integrity for
the events of interest. The synthesis is done.

8 Concluding Remarks

The synthetic attempt in this paper makes the general framkewf Hitchcock’s pragmatic-
oriented account of causation promising in that the disindoetween paradigmatic causation
and parasitic dependence is reanalyzed by introducingath@of integrity. The new line more
adequately captures the explanatory roles of causes, gndflbcting the distinction between
thecause and cause of an event, it also makes the term “paradigmatic” isemsible. Besides,
the notion of integrity is strengthened by relativizingatgarticular selections of contrasts. By
doing so, the pragmatically oriented framework originateditchcock (2007) fits in well with
contrastivism, as the trumping case shows. If the pragnraimcework is acceptable, integrity
should be more attractive than the notion of self-contaimnh@ proponents of contrastivism
such as Hitchcock.
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