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fFEENE AR PR T R sy #e

s T T R AR

fﬁ? A L B T (= A i IR U B o e ] =y v R I e Oy
Employability Skills System (ESS) (Computerized Adaptive Testing for the Singapore
Employability Skills System ) » ESS =#ik = I (A e[y ~ = ["E%i%f?‘ﬁi g 7rE
el J‘Vﬁ‘l‘i (SRR » S R R 00 R T (e
.-P,;,—e) [0 R AT R R - I‘Jj\ o

ESS {5 SR AR S gl 4 R - 2 '[E{?Jilﬁﬁ"@éﬁ@ IF%[[E'.?,‘E‘EJ\

ARG SR BER) > 7] Rasch AL gl o fi= o bt - 2 57 R ) AR
2 fens b [t R
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< 2~ ASVAB TR 1o sty 1T e~ R 1 P

[tem Oifficulty

Test  Examinee fiedium Test
Type f bility Easy Hard Hard Length
P&P Al W % an
L oo W ﬂ 15
CAT  Mhedium V////////m 15
Hizh F: IR

% 3. CAT-ASVAB 4= 8 2o i

# of Time Limit
Subtest? Queztions ['n Minutes)
General Science [G3) 16 8
Arthmetic 16 a7
Reazoniwz (&R
Word Knowledgze [(WE) 16 8
Paragraph 1 o
Compreqension [PiC)
Aathematics 16 20
Knowledze (k)]
Electronics 16 &
Information (El
duto Information (&l) 11 7
Shop Information [51) 1 3]
Mechanical 16 20
Compreension [C)
fzzemblng Objects [(&0) 16 16
Total 145 154
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 ESS VSR HGEF 1 Fropb & Eﬁ'%iﬁﬁﬂﬂ(smgapore Workforce Development
Agency * WDA)%H ESS Elfiéﬁ%lﬁﬂﬁﬁ’ 7 Eﬁffj eI e > BSS [l CASAS I%afﬁ‘ IR
i éﬁﬁ’ﬂl > CASAS P RIZ Rrg= o g sy~ Bese ~ DR 00T o 1% 1 ke
(CATs) » = 2 g o (b [ IRV ERR (ke 5 gy 1 R L g = By
E&ﬂ‘ﬁfmﬁf}?ﬁ L4 Fuﬂ o SVEERE: (electronic access key » dongle ) ﬁ EXE

TP S S A e R gl 1 e /;g&q—%‘ﬂ = TS R o
(LEa INE S

= TR S (R

’F’ﬁ%izf[lf?r A1 ¥ Fi (Computerized Adaptive Testing in Spain:Description, Item
Parameter Updating, and Future Trends of eCAT)7: ] /7 1220 sl 1% ™ e 55k
eCAT » eCAT hl— {1750 B4 2 e Agnpils ~ 2t —:ﬁ*i?i“% G POFERRR T R - v I

= ] %WF BT R A S Y TR © S L
#5915 (Universidad Autonoma de Madrid) 55 )< ZRIEH 1) 2 21585 B
(LC) v (R e lvepy - 8 150 7 VAR (o3 BV - BE 5 g g el
T R SR J?ﬁ R ARG (TIC) pIh = & 42 A E Oy g 1 13
RS HE -

e S B (MR AT - S g (R i
S U Fﬁﬁ[*l F— K apls z%‘{??[ﬁ&‘ | H By (O
?—‘lﬁ 1 ISR TS AR S Crest delivery)

3] E [mi@'e}?*%‘ 9t %r@#ﬁ‘fﬁfpﬁ:‘%%
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HIE {2 RERENEIRR= IRT < 58 w4 R

.irrf“ HIPI. £l H,yEJ pw%ﬁ » H = F[jﬁg SE[T IS > ARAEERRLD JATEN
ﬁ?(%ﬁ‘iﬁ&«)ﬁli A5l (An Approach to Implementing Adaptive Testing Using Item
Response Theory in a Paper-Pencil Mode ) » ﬁJ@iﬁi}fﬁ] MeritTrac ?‘I‘I‘i%‘ﬁ%@%ﬁj@ i@?ﬁﬁ%
(Item Response Theory,IRT)A%ZTiE]EE= B3 55 i RIEIH & p@ﬁ:-} J

PR I oraR s (IR ERBR LU A BARY > [N
O [ RIBRSET) S SRR R - B pOs s R R - (- R K
SUpoSe 2 p MR R ATTIHI RS G VRS B MR s

ERIFERE ST R RO IS 1 A 1000 1) Py
SR 100 (RS > SRR BT RREEIPY - T G 03 (R £ FORME S B

RERLOT S0 6 AT (R b ~ Bh ~ I~ b~ S A o B RS g AT R 10
REETCRGBY LRE > Bh LRE~ (17> 20~ I 2 ~ 2 - RS2 B - [FIf % Ben
w@w%%:WWW%ﬂﬂrﬁSWﬂ%%’%%LWﬁiﬁaﬁwﬁﬁﬁ“E%
P R IR 58 2 SR B

EaE H.ik’ﬁ@?ﬂﬁﬁ]f&l Jgﬂﬁgﬁggxw@]:,r, AR [ éuﬁ 6-10 R
FURRETE B 5 05 REGEST | URRE o SRS T AR

G - AT R &6
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S BB (IR

RO B O [ SRS I A S 2R SR ST
Bl B R a1 R R T 4'1%“E'Jf$§f,  PIEATT ] C[EE
FIflET GMAC 5 GMAT sl (ke b wiziee 27 48k » b iy #4455 GMAC
& 2007 & gV GMAT S8 oy [ IR ) fHR R V%JF‘FJ

=~ Pt e

O

Pl gy gé&?\ OSSR B R (BRI 2 TR o
(DAMIRAM #3611 2 iy 357 f:ﬁ]ﬁ\%ﬁﬁ’?fﬁlg'w@i;ﬁlil W[k (the English as
foreign language ) IFF' iz [=adbss: S S v IE SRR T N et S i FEA P
5o Q)P FE )~ 2R (Psychometric Entrance Test ,PET)fV i I {5 3¢
(MIFAM) » s g1 (R = A BE 9 = 07> = IR AT SR
T BRSPS S 0] - FRAREEE (AMIRAM ® MIFAM) VESE RS [
RO (RS AR AR R 2

2

[

I

,irF“ B 153 VAR R R R A R RS
%fﬁlﬁ, JORSET A 5 ] MIFAM CAT S5 2 s ~ Aol ™ 1%
=9 > SHERT SE S R PET IR E 5 1 [ FIBR(MIFAM) AT o o 55T
IR JF]l - F EﬁJ’ I K S(DOP F‘\[fﬂ #d(content specifications) - (2)%@]3%}1% (item
exposure) * (3);%51?‘[(1tem banks)~ (4) E’Eﬁ%@ (item bank dimensionality)~ (5)="[~(equating)

"1

Jl
KL
]

(2 e 3 Bt T 7

r f"l\r/IJ[EW%:’?E[J%“%['ﬁ%F ( National Institute for Testing and Evaluation * NITE)
b AN | e Rl | e FJUH I I R e SRR ’?’H%
2 < NITE 1) ;c[nﬁﬁ%ﬁfﬁg# 1982 & ot + H = BT [ < %JEU
FR(PET) v 1983 & I'|REmfee T =VEEE 3 4] 19| ﬁll}dﬁg‘fﬁ?%éfg' VI
E’TE’E\IEI‘FU(IRT)trELFQU PR I (ks (CAT ) > ol 7= el (RS T 0
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ri,s R TR I R (CAT) i,\,\ii? j PLE R A > SRS R IR
%ﬁ”%ﬁﬁﬂﬁ% e LA PRI T 2 PR e /Ufﬁmw&?;@a o1 [
‘%’Fl’[ﬁusﬁl “HIEE (CAT) f(—_'i 1987 E%\%Eﬂw ' NITE S (= -

NITE & g s f 0 i IRyt (CAT) » vt PR ke (?Eﬁ'\i
(R > 1) MEMAD : ST VRS-SRS © S fE ) TR -
7,000 tEEE () SRR I Iﬂ?ﬁ‘ﬂﬁlﬂluﬁjﬁ%’?¢ (audio version of PET) : %
Y B EEAY A o - YT 230 SIEE ¢ 5 () MATAL ¢ = RITRES ;»4
FE RGO > FIETRYT) 2,000 S R 4) SRS
IR 2 Al EJ’T’??\H&??*E?“ (Internet based practice tests for PET ) » #2008 & | 28,000
A - HHIE] 4440 {1‘»5@?{}4'}‘3 W I - RN R (HMEMAD 3¢
VAAEURARFIEZ » H ) S040 CEFHE » HIE] 1,097 6P E T

MEMAD %3k ; ?PEE‘P'JWU =N /[JJ FRUE E| 22,000 b et *T"‘E'J”F%ﬁgﬁﬂﬂﬁe% o

A—.

(..-’\

GOy ™ SFF R )2 (PET) @/

Plem > sap 85 ?ﬁ o ZENFE#(Psychometric Entrance Test > PET)kL— *E_?;‘er%?ﬁﬁ
AFE IR o ) g 73'* [ﬁ’ﬁi“*i‘“ ( National Institute for Testing and
Evaluation > NITE) 3% - ﬁf;[’kﬁ 0t e /[JJ\TETJIH%WT”“ 1 (E[JEY—TE: Lk
NS BE I [MECe PET & FA' 3 Al (I)EﬁF[%%H J(Verbal Reasoning -
V) HE 60 [HRNE + (QRTEHEE <7/ (Quantitative Reasoning — Q) * #L%] 50 W4
3) I ﬁJi/ > English as a Foreign Language - E)Fj:’li D) 54 [WESE - PET HE
gvig %5_ [Hf';¢ T Ifﬁ’ﬁlﬂuf[ g:ﬁ EURZR ur[bplm Tr Y L T
_Piﬁa:—‘ﬁrﬂ w‘ﬁ’%’ IP:EA:t[J.J;f@ﬁ ) (b a== SIS 4 - PET ATy 8
W6 MRS ~ 3 s (3 T & 5 2 (WP ) > B IWEETE B 3 25-30 IS
[‘E*Eﬁr'g% 15 25 73 5 ARSSARRLT i 20500 - 3 et g :;ﬁF[%rﬂ

e ] ET RS 2 > BTSRRI R 2 ﬁliﬁfh JIIEEE RS 1

5 559 80,000 s - SRR - HLFFE) 60 (A il 7 IR i from (N [
B 285 RO NG e ] €S S EREES T PET IR - RERIZERERAT 15,000 RN -

(PY) NITE fosgls [k
I s {3 37 S JUR RO BR Y SR ] 58 T R
s R (R TR [ (TR SELRS T SR }‘“ AMIRAM » MIFAM
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Fﬁ% Bk JFF*E B 0 59 80%VEY ~ BA‘;@ JD?FP??T:EAF% IfF
W o BT NITE R [ (SE05 e fi?] Z% RIS 5 F 5
L8 AT B R R ) R AR - LT AR

LR I (ke (CAT) 4= % NITE 515 & 5= P 12 {3k
RS

PRI 55 © e p oavs) S8R5 VA F ) (freaipuzts

BT S FEGHE (M I (IRARbe B R 4 5 < S
Fr 0w p AR RS R LA Flﬁ.ﬂﬁ 2 D3 (PP mpvEs S
[(ENE: = IJJBEJﬁIE[DHF”E T AL > B MR 8 () r[ I
RAAVERE T BEE 4 VIR (PIGREIRR - R D Rl O AR
PP P et A %@%{E’rﬁ%%dﬁ\ &

NITE fosf ERLp nplReeps £ i) fi?FE'FTN B2 NITE fupiA a5

lp‘[rllaﬁi’aﬁlﬁ [EAEEE S e p R =39 > NITE 7

IR Py i
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-

R 2 R BRIV NS TR AL CAT [ORER -

CAT " [fls * W FEi e gy » (e CAT ™ IFRy7E 38 © (DAMIRAM » PET
RNEiE J”flﬁﬁ& (2) MIFAM - PET syl {iJiee - $R{A 2= PET &Y= /5 ks

S IE:IFI o

ERPEBRZE 1 7 L (B - [ RLFI R AR
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(=1 )MIFAM Al
MIFAM kL PET [ (=R 4 > 5 ’]é‘lfgﬂ';’? PET BR[O Y * 7] -
H S O R T 2 PORE fl F[I%Eﬁ%—k%ﬁg%g SEpi A8 S ST
TRV G R o SR € S RO T 2008 5 FYE) SOy
%F['ﬁ?ﬁ%lj‘ﬁ’fﬁuﬁﬂ%ﬁ?ﬁiﬁj S e | 65% T AHTRIOTEAPH] - )
- EARHFROTT G - BE01  SHO SRS RS T f BTR g
L

s SR BT L S PR o S LR TR
A5 > 1)l TR i 2t e (- ST > NI NITE 58%L " PET fosils (=]
B E (MIFAMD © gl (BT T TGS e e o =g -
SRR SRR R R 2 2T AR R AR T - P HESR
bmmM+fﬂ'¢@mﬁyh%¥L@H LR SR AL B e e
St HE R B 2P Y S o 9 MIFAM =k b fiae Bl o 4 2407 |
HIEE (= IETF IR« A1) MIFAM. 531 (k& - 7l )i - @%Tg[wm/pgg@
PR R et~ V= - BEIRES 2R k@ﬁgm%’m"e'ﬁﬁr' Jlt i
REE D+ S Y - 4R TR R e YT e

MIFAM L~ 728l 7 R el » PUIPRe e e @ 8 e Sy - )
R = 1 FpuEE I—gljﬁr{ﬁ

i A2 MIFAM Vi - NITE SF3FE 57 s -5 2 BEpse 2 LS -
At SRR RE S T SRRV R 1 E PR B o 90— S MIFAM 7 2000
7 FIEEE, T 2008 1,000 B HRP] MIFAM Y B IR SI5TE
5,100 it S $R7 MIFAM l% > 20T MIFAM % * ] %“g‘@‘ [T IR
e - P MIFAM froyl (B 4 <0 G - 22 2 0% MIFAM RLIEAES % 3
[ 9t - SRR 1 T e e S SR O [ T R
Rl S A T

2l MIFAM BHERIIER S puw Rl » 77 CAT 2 f /R % * =1 VS

0 FFIRRE (= 1V AR TR S s R R AR SN T
Al a*ﬁ”ﬂtw%*‘fiﬁu&lﬁlf DRI (S S VT

-19-



(*F)AMIRAM H=#

Y S ) AR (PET) 3 S A8 ¢ R SR TR (V) -
BRI R (Q) > Jha CBLE) f= 10 Hk& (E) > H HEER= Tk (B) F
PR 2] B = SERLPET o fii e > 2 o g iRARIRRAE G [ L ]2 e (g
It (G =107 240 %E"PH%ZO AMIRAM RLIHE (R f= T/ Mk& (B) poy
[T A > = RURLIEELRS 050 2 A xﬂlﬁiﬁﬂﬁ?w £1= M - ey
PR DRI - = R9E] 12,000 [ S =g ke o B IR
117,000 fidifs * =g e - aghl- 70 ﬂJr,F%I'ﬁ"’:EU‘?EHEE’?’ RIFES ~ i e
fesEpn -ba > PRIRRET T 2 AU PR ) -

e MR Y B

NITE v (IR R 7| = s Byt ™~ ] %Iﬂﬁ?ﬁﬁi?“ ( 3-parameter (3-PL) item
response theory model) » NITE i3~ [ NITECATSYS i fif # fEf ol 1% [~ Ik -
NITECATSYS VA= SRR R &~ LG MR L = - 159t 6l EIJFA' .
BT (HMD) & @R = VAEGHSGE o =iyl (IR S F P | raanifee
B N IR R }F‘IHIE S IINE R

1. Hip" (Unidimensionality )

F AR )= Rk (PET) B F[: 4\’Jflj@‘f Eﬁ},#ﬂﬁ‘ TR (V)
Bk (Q) > IR Al (ﬁlgﬁ <o B R
5y Eﬁt\'[fﬂcﬁﬁ—;~ (EREEERRAETR ”p“_tlg~4\’¢Iiﬁfa i 2~

fﬁ‘ﬁﬁﬂRT)F‘ JEW@ ﬁ:—J‘

2. %Elmp‘[ﬁ ( Parameter Estimation )
%E‘\%fﬁlﬁﬂ (BT R R g PR Rl I'FL[EIT LR ‘%E‘\'fl’ﬁl%ﬂﬁ H]
Assessment System Corporation (1987)ASCAL Eiﬁf«‘ﬁﬁ‘ﬂé I'F‘, Rl 5 & NITE
BT ‘Il Eﬁ&“ﬁﬂ*%?:ﬂhﬂgg RS~ [ xgmﬁ[gﬁa’f«‘ﬁﬂ NITEST ; 2002
% %Elmp‘ﬁﬁ" 5| means of Bilog-MG -

3. ‘JEHEP?%“F% ( Test Structure )

Pl R R A RO £+ T B (RIS Py (RO R
FITEERL A 0 (REE(H pUERE lﬁﬁggaggi[;ﬁgk;g[ml lﬁzﬁf R
[ty 07 SRR T NS T T 2 R
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RBEIRh T
,E-' T R

APV L e

S (R RSP
GIIREE — VA SRR (DR

I T R o T b S V‘El‘p““@r QY *

ah#yﬁ{ﬁ:]‘ﬁrw e

4. I}J[ Pl (RS CAT Jofie > & (WS MR o fl o3 f‘ =y
F4 Y~ PRI B Y T R
AR T ST~ TS R« DAY AR )
P TR TR T (27 1Syt (MBS 7 T s
H EIJ > FIYR {(AEGE A 2 Bl (maximum information ) ~ FEREPY ALY
(difficulty of the item ) ~ & ey EVZEREH A EE AURH ﬁ’fﬂf‘ ks
R FLAFE S22 -
e 4 Tl R CAT I 5k = &) ([ A 2 g el 53 e
, T1me Allotment per Item (in
Domain Item Type P&P CAT ,
Min.)
Words and phrases ~13 10-15 | 1.0
Verbal analogies ~20 13-31 | 1.5
, Letter Switching ~13 12-16 | 3.0
Verbal Reasoning ,
Sentence Completions ~17 17-23 3.0
Logic ~17 17-23 4.0
Reading Comprehension ~20 12-16 | 7.0 (per text), 4 (per item)
Total Computerized 100.0-118.0
Total P&P 50.0
Questions and Problems ~60 57-66 | 4.0
Quantitative Reasoning | Diagrams & tables ~16 11-14 | 5.0 (per graph), 4.0 (per item)
Quantitative Comparison ~24 23-29 4.0
Total Computerized 117.0-157.0
Total P&P 50.0
Sentence Completions ~41 38-54 2.0
English Restatements ~22 29-38 | 4.0
Reading Comprehension ~37 18-24 | 7.0 (per text), 4.0 (per item)

Total Computerized
Total P&P

75.0-89.0
50.0
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TR CAT WO S0V SRS A
#W@J’Eyjﬁ*ﬁﬁﬁ\'ﬁ#ﬁf : %W@Eﬁsﬂﬁﬁ\ﬁf\li > pIER 2
By & PR (W eV R R o T IR ;‘?IHL}
R L BUEISIE 515~ BRI ¥ a%ﬁ
?ﬁﬁfﬁﬁ@%@@ﬁfﬁ% el (o BT 0 PRI JD ?»‘ﬁF”x' A AR
@3 b TR - RS Ay o IR PR @é}
JASA R SE s AV RLIET JDFZ;%F[ EERHEED © P9 I
RE PR R V= R TE IE? — KIESHPVESER HUE) 10 [
AE B 1 %@2 BN 3 %‘%E’Ef A 10 i3 10 B
1 11 TSR PP (0 K00 ) 00 10 R LR T
- JE[:@EEET%UZ%@E HIIT ] }Hlﬂl T LA 0 ST REENE 1
FRUE O - A B 1 =T 10 - A gk T SRR 10 pY
i‘ﬁﬁﬁ%"@%’ o
AR B (Posterior variance ) ®om) ERAERjS 1=y~ FEEREL - YN
BB B 5 F - e ARV EY S F ﬁ'ﬁ IS
A EJIJEET’Tﬁ’I%:%l{D Frigl— L EE PR ’E-[?ﬁ' I e
FT s S R R R L R R - R VRS -
E\jj s AR %ﬂﬁt’ﬁ{[?Upunajf\é@;ﬁ'y"ﬁﬁzﬂjiré FARIY o T 3 i
(R RE- (1 S b ﬂf?‘%FE'EiF“ﬂFL E/‘Jlﬁzj»ﬂu FL E,H@:ﬁl R > SRR
FORSRE o R el o
FL‘ P (Content Specifications )
[NEL PET PV PErifl =4 IR i (ke ) kLI A > [
I NITE FREFTG IR Fktﬁﬁfﬂ’j’ﬁffpw TRV > S R
H R L [ KR P S T
PFensiile = g2 e prs I (=R 8 Prsl Uy 2 e 2 3l
HAVEVE RER > - f[ﬁ'i%‘[‘ikf%?ﬁﬂﬁ??t@%{ﬂﬁ" 3 FY 4 DIAkETEE A Ay

g_ﬁ

PEIHF] ST PTET RE - B (R Gitem pool) &
1R ¢ E R J:hic'é (V) 210 i ~ BFEHEpIgE o34
(Q) 175 f ~ & CRED f=/R4E (E) 230 1 » s S2Hiit (item
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pool ) FEEIPLY 457 S JLA Runder(2007)GMAC FO™ind i 2 Y -
=9t PP s s R i oPriuE s e ) Wi puls %\T@bﬁ}r
SIEE

(S BB
PV PET B8 HRRR 2 SR SRR ) 7 8 IR 5
~ MHEHEEE] AP TI  giRR] «=B T R AR o =
B FRREARE [ (o I | SRR o 5 ) gl =Rkl o AP =mif]
FEha =, e Iﬂ'ﬁltﬁ A PSR PJE;TF R 53 P EBATETHREEY 100%
= 400% - §7 HﬁﬁIW%V@%ﬁh@}ﬁfﬁbuﬂ@*%ﬁJ RERE T TR
Eﬁ P IFIEA o CT  R BT 5 [ O E T
FTJ[ “13]] CAT JEU&AF“J-AE“H? QL FIiN 4\’—5@ FYEREE] £y— FERIEEE
EEE‘F ) FRER RN T3 ) 200 4 R R RO AL TR ot (b
LU A

(T (ke Bl A oty

FURTTE ~ D) GRS AR = g (A 2 e
= BEY ST 60 SR (BRG] 20 T R RS AR RS R
(Ml Bt LR AR Do A 2TIpRTS S 1 [ YRR b = b S HeRp -2 =
WER T (D 1 [ R A fog= ] fif g sy AR TAf pry F’;T?TFEIET BtH 55 (number-correct
score ) 5 (2) F%E FEETH 57 (number-correct score ) JEHERSARYE [=Rbag § B)STAZYE (™
Vb

NITE '} B e Etsgg i [ RRAVRE (=10 Froie o SRS BB 0T [
v E 2 BB - (AR BRI RO [0 B S A TR s
P BRI (D) s~ ey 1 [ R f E 5 e o R a2 ey

llk

n’tFJ ‘Trfﬁ%*ﬂguﬁﬁjﬁﬂ?@rﬂp JE&?F];FEII[ (Q)ﬁ 1 [~ ?EUEEA lﬁ[’rﬂ‘ I3 H~ IR R
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% * Py S SRR RO -

FEgh > PRI TR TR AR R IR GRET
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instructions ) °
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18, RS - BERE MR VRS
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GMAT® Section Numbt-ar of A“?twd Scoring
Questions Time

Analytical Writing Assessment 60 minutes 0—-6
Analysis of an Issue 1 30 minutes | (half-point increments)
Analysis of an Argument 1 30 minutes

Quantitative 37 75 minutes 0—-60
Problem Solving (1-point increments)
Data Sufficiency

Verbal 41 75 minutes 0—060
Sentence Correction (1-point increments)
Critical Reasoning
Reading Comprehension

If a real estate agent received a commission of 6 percent of the
selling price of a certain house, what was the selling price of the
house?

(1) The selling price minus the real estate agent's
commission was $84,600.

(2) The selling price was 250 percent of the original purchase
price of $36,000.

(A) Statement (1) ALONE is sufficient, but statement (2) alone is not
sufficient.

(B) Statement (2) ALONE is sufficient, but statement (1) alone is not
sufficient.

(C) BOTH statements TOGETHER are sufficient, but NEITHER
statement ALONE is sufficient.

(D) EACH statement ALONE is sufficient.
(E) Statements (1) and (2) TOGETHER are NOT sufficient.

The correct answer is D.

B 1~ GMAT B4’ g%lﬁ‘*%‘* i1y
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2009 GMAC® CONFERENCE ON COMPUTERIZED ADAPTIVE TESTING

MONDAY, JUNE 1

~ Preﬁhwhmy Schedule ~

9:00 am—12:15pm

IRT for CAT

(Including: basic assumptions of CAT, IRT models and their parameters, ®
estimation and standard error, estimating item parameters, information for
dichotomous and polytomous modek, and linking item parameters fo create
an item bank)

12:15—1:45 pm

Lunch

1:45—5:00 pm

TUESDAY, JUNE 2

Essentials of CAT

(Including: basic elements of a CAT, types of CAT, CAT versus sequential testing.
what fo consider before implementing CAT, implementing a live CAT, and
operatfional issues for some CATs)

8:30—9:00 am

Conference Opener

Lawrence M. Rudner, Graduate Management Admission Councif®
David J. Weiss, University of Minnesota at Twin Cifies

2:00—10:15 am

Realities of CAT

EHect of Farly Misht in Computerized Adaptive Testing on the Recovery of @
Rick Guyer and David J. Weiss, Universify of Minnesofa
Quantitying the Impact of Compromised lfems in CAT
Fanmin Guo, Graduate Management Admission Council
Guess What? Score Differences with )?ap.f'(f )?epﬁbs versus Omissions on a C ompufen'zed’
Adaptive Test
Eileen Talenfo-Miller and Fanmin Guo, Graduate Mancagement Admission
Council
Termination Critericr in Computerized Adaptive Tests: Variable-length CATs Are Not Biased
Ben Babcock and David J. Weiss, Universify of Minnesofa

10:15—10:30 am

Refreshment Break

10:30 am—12:00 pm

CAT for Classification

C'ormpw"f.‘-.i'ir'z«s'cv‘r Classification Testing in More Than Two Categories f)y Using Stochastic
Curtailment

Theo JH.M. Eggen and Jasper T. Wouda, CITO, Arnhem, The Netherlands
Utihzing the Generalized Likelihood Ratio as a Termination Criterion

Nathan A. Thompson, Assessment Systems Corporation
Adapﬁve lesting Using Decision Tfleoty

Lawrence M. Rudner, Graduate Management Admission Council
“Blesck Box” Ao’apﬁm Testing :I)y Mutued Information and. Mufﬁ;c:/e Imputations

Anne Thissen-Roe, Kronos
A Comparison of Computerized Adaptive Testing Approaches: Real-Data Simulations of
IRT- and Nen-IRT-Based CAT with Personality Measures

Monica M. Rudick, Wern How Yam, and Leonard Simms, University of Buffalo

12:00—1:00 pm

Lunch

fifihe + R
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2009 GMAC® CONFERENCE ON COMPUTERIZED ADAPTIVE TESTING

~ Preﬁhwhmy Schedule ~

TUESDAY, JUNE 2
12:30—2:00 pm

CAT Research and Applications Around the World

A Comparison of Three Method's of ltem Selection for Computerized Adaptive Testing
Denise Reis Costa, Camila Akemi Karino, and Fernando A.S. Moura, University
of Brasilia, Dalton F. Andrade, INE-CTC/UFSC, Brazil

Aa{e'quacy of an ltem Pool for Pmﬁc.fbnqz n Engﬂr'sfi language from the University of Brasifia

for Implementation of a CAT Procedure
Camila Akemi Karino, Denise Rejs Costa, and Jacob Arie Laros,
CESPE/University of Brasilia, Brazil

Development of an ltem Model Taxonomy for Avtomatic ltem Generation in Computerized

Ao’apf.f've Testing
Hollis Lai, Mark J. Gierl, and Cecilia Alves, University of Alberfa, Canada

An Approacfr fo fmp/emenﬂ})g Ad'apﬂ've Testing Using ffem Response Tfreo:y in o Paper-

Pencil Modle
V., Natarajan, MeritTrac Services Pvt, Ltd, India

Assessing the Equimfence of Internet-Based vs, Faperon{f-Pmcﬁ' Psyc)"}omeﬂ'k‘ Jests
Naomi Gafni Keren Roded, and Michae! Baumer, National Institute for
Testing and Evaluation, lsrael

Features of a CAT System and lts Application to J-CAT
Shingo Imai et al., Yamaguchi University, Japan

Aaﬁvpffve Measurement of Cognitive A.é.:}f‘bf Based on a Person’s Zone of Nearest

E!evebpmenf
Marina Chelyshkova and Victor Zvonnikov, State University of Management,
Russia

Implementing Figural Matrix lfems in a Computerized Adaptive Testing System: Singapore’s

Experience
Tay Poh Hua and Raymond Fong, Ministry of Education, Singapore

Constrained lfem Selection Using a Sfocf:asﬁca@ Curtailed SPRT
Jasper 7. Wouda and Theo J.H.M. Eggen, CITO, The Netherlands

Using Enhanced Effective Response [ime fo Defect the Extent and Track the Trend of ftem

Pre-Knowledge on a large-Scale Computer Adaptive Assessment
Jie Li and Xiang Bo Wang, ACT, Inc., United States

Computerized Adaptive Testing for the Singapore Employability Skills System (ESS)
Patrick Rickard, CASAS: James B. Oken, Alpine Testing Solutions: Debalina
Ganguli, CASAS; and Richard Ackermann, Team Code, Inc., United States

Criferion-Related Validity of an Innovative CAT-Based Personality Measure
Robert J. Schneider, PDRI; Richard A. Mclellan, PreVisor, Inc.; Tracy M.
Kantrowitz, PreViser, Inc.; Janis 8. Houston, PDRI; Walter C. Borman, PDRI
United States

1:00—1:40 pm

CAT in Spain and Israel

Computerized Adkplive Testing in Spain: Description, ltem Parameter Updating and Fulure
Trends of eCAT
francisco J. Abad, Universidad Autonoma de Madrid; David Aguado,
Universidad Autonéma de Madrid; Juan Raman Barrada, Universidad
Autondma de Barcelona; Julio Olea, Universidad Autonéma de Madrid;
Vicente Ponsoda, Universidad Autondma de Madrid, Spain
Twenty-Five Years of. Appé/r}ig CAT for Adimission fo Hfrgf)er Education in lsrael
Naomi Gafni National Institute for Testing and Evaluation, Jerusalem, Israel

P
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2009 GMAC® CONFERENCE ON COMPUTERIZED ADAPTIVE TESTING

~ Preliminary Schedule ~
TUESDAY, JUNE 2
2:00—3:15 pm ltem Selection

ltem Selection and Hypothesis Testing for the Adaptive Measurement of Change
Matthew Finkelman, Tufts University School of Dental Medicine; David J.
Weiss, University of Minnesota; and Gyenam Kim-Kang, Korea Nazaren
University
A Gradual Maximurm Information Ratio Ap)oroac)") fo lfem Selection in Compuﬁenlze:'f
Adapﬁv\e Testing
Kyung (Chris) T. Han, Graduate Management Admission Council
ltem Selection with Biased-Coin Up-and-Down Designs
Yanyan Sheng, Southern lllinois University at Carbondale
A Burdened CAT: Incorporating Response Burden with Maximum Fisher’s Information for
ltem Selection
Richard J. Swarfz, The University of Texas M.D. Anderson Cancer Center, and
Seung W. Choi, Northshore University Health System Research Instifute and
Northwestern University

2:00—3:15 pm Real-Time Analysis

Adaptive ltem Calibration: A Simple Process for Estimating ltem Parameters Within a

Cbmpu!en'zeo" Aa"apﬁve Test
G. Gage Kingsbury, Northwest Evaluation Association

On the Fly ltem Calibration in Llow States CAT Procedures
Sharon Klinkenberg, Department of Psychology, University of Amsterdam;
Marthe Straatemeier, Department of Psychology, University of Amsterdam;
Gunter Maris, CITO; and Han van der Maas, Department of Psychology.,
Universify of Amsterdam

An Automatic Online Calibration Design in Adaptive Testing
Guido Makransky, University of Twente/Master Management Infernational
A/S and Cees A. W. Glas,. Universify of Twente

Investigating Cheating Effects on the Conditional Sympson and Hefter Online Procedure

with Freeze Control for Testlet-Based tems
Ya-Hui Su, University of California, Berkeley

315—325pm Refreshment Break

3:25—5:30 pm Department of Defense
The Nine Lives of CAT-ASVAB: Innovations and Revelations
Mary Pommerich, Daniel O. Segall and Kathleen E. Moreno, Defense
Manpower Data Cenfer

National Institutes of Health

The CAT-DI Project: Development of a Comprehensive CAT-Based Instrument for Measuring

Depression
Robert D. Gibbons, University of llinois at Chicago

Development of a CAT to Measure Dimensions of Persondlity Disorder: The CAT-FD Project
Leonard J. Simms, University of Buffalo

The MEDPRO Project: An SBIR Project for a Comprehensive IRT and CAT Software System
IRT Software — David Thissen, Scientific Software International
CAT Software— Nathan Thompson, Assessment Systems Corporation

7:00 pm Reception
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2009 GMAC® CONFERENCE ON COMPUTERIZED ADAPTIVE TESTING

~ Preﬁ}mhmy Schedule ~
WEDNESDAY, JUNE 3
8:15—9:25 am Iltem Exposure

Reviewing Test Overlap Rate and ltem Exposure Rate as Indicators of Test Security in CATs
Juan Ramdn Barrada, Julio Olea, Vicente Ponsoda, and Francisco J. Abad,
Universidad Autdnoma de Madrid, Spain

Optimizing ltem Exposure Control and Test Termination A;@Dr.f?frm Pairings for Poédwnous

Computerized Adaptive Tests with Restricted ltem Banks
Michael Chajewski and Charles Lewis, Fordham University

Limiting ftem Exposure for Key-Difficulty Ranges in a High-Stakes CAT
Xin Li, Kirk A. Becker, and Jerry L Gorham, Pearson VUE

8:15—9:25 am Multidimensional CAT
Comparison of Adaptive Bayesian Estimation and Weighted Bayesian Estimafion in
Multidimensional Compu.r‘ew:zed' Ad‘apfive Testing
Po-Hsi Chen, Taiwan Normal University
Comparison of Ability Estimation and ltem Selection Methods in Multidimensional
Computerized Adaptive Testing
Qi Diao and Mark Reckase, Michigan State University
Multidimensional A o’bpfr've Testing: The A pp:ff'c‘aﬂbn of Kullback-Leibler Information
Chun Wang and Hua-Hua Chang, University of lllinois at Urbana-Champaign
Multidimensional Acfapﬁm Pmo;;a.{fb/ Assessment: A Real-Data Confirmalion
Alan D. Mead, AviFleischer, and Jessica Sergent, lllinois Institute of
Technology

9:35—10:45 am Item and Pool Development

A Comparison of Three Procedures for C ompuling Information Functions for Bayesian

Scores from Computerized Adaptive Tests
Kyoko Ifo, Human Resources Research Organization; Mary Pommerich,
Defense Manpower Data Center; and Daniel O. Segall, Defense Manpower
Data Center

Adeptive Computer-Based Tasks Undler an Assessment Engineering Paradigm
Richard M. Luecht, The University of North Carolina t Greensboro

ﬂeve/oprbg Mtem Variants: An fmp.*h'caf S.futﬁ/
Anne Wendt, National Council of State Boards of Nursing; Shu-chuan Kao,
Pearson VUE; Jenry Gorham, Pearson VUE; and Ada Woo, National Council of
State Boards of Nursing

Evaluation of a hjfbrid' Simulation Procedure for the Qs-ve/opmenf of CompufenkeJ

Adaptive Tests
Steven W. Nydick and David J. Weiss, University of Minnesofa
10:45—11:00 am Refreshment Break
11:00—11:55 am Diagnostic Testing

C'ompu!en)!ea" Ad‘apf.r've Testing for Cognitive Diagnosis

Ying Cheng, University of Notfre Dame
Obtaining Reliable Diagnostic Information through Constrained CAT

Hua-Hua Chang, Jeff Douglas, and Chun Wang, University of Illinois
Feasibility of Applying the DINA Cognitive Diagnostic Model to Content Mastery on a
iarye-Scwfe Compuferfzeo" A obpﬁve Assessment

Alan Huebner, Xiang Bo Wang. and Sung Lee, ACT, Inc.

11:55 am—12:30 pm Wrap-Up and Future Directions
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The GMAC® 2009

Computerized Adaptive Testing Conference
An International Conference on CAT Methods and Applications

Sponsored by the Graduate Management Admission Council

ABSTRACTS

Effect of Early Misfit in Computerized Adaptive Testing on the Recovery of &
Rick Guyer and David J. Weiss, University of Minnesota

This study focused on how early person misfit affected the recovery of 8 for a computerized adaptive
test (CAT) basd on the 3-parameter logistic model. Number of misfitting items, generating 6, item
selection method, and € estimation method were independent variables in this study. The number of
misfitting initial item responses was varied from £ = 0 to 4 items. Ten different generating 6 values
were used at intervals from —3 to +3. For the five conditions in which @ was less than or equal to 0, the
first k£ responses were fixed to be correct; for the five conditions where 6§ was greater than or equal to 0,
misfit was introduced by fixing the first & item responses to be incorrect. Maximum likelihood, weighted
likelihood (WLE), and expected a posterior (EAP) estimation were used to estimate 6. Both Fisher
information and Kullback-Leibler information item selection methods were used. All independent
variables were crossed in the simulation design, with 1,000 simulees per cell. Recovery of € was
indexed by bias, standard error, and root-mean-square error at CAT lengths of 15, 25, 35, and 50 items.

ANOVA was used to analyze the results and major effects were identified by eta-squared.

It was found that CAT could recover from misfit-as-correct-responses (MCR) for low ability simulees
given a sufficient number of items. CAT could not recover from misfit-as-incorrect-responses (MIR) for
high ability simulees, even after 50 items. At 50 items, a small amount of bias was observed for 1
misfitting item; as the number of misfitting items increased to 4, the bias increased and was substantial
for all positive values of €. The differences between the Fisher and Kullback-Leibler information-based
item selection dissipated after 15 items were administered — with one exception: for the MIR conditions,
it was found that WLE functioned differently under the two item selection methods even after 50 items
were administered. A follow-up study was performed, and it was found that WLE was highly sensitive
to item difficulty early in the CAT. Implications of the results and suggestions for future research will be

provided.

For further information: guyerr@assess.com or guyer005@umn.edu
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Quantifying the Impact of Compromised Items in CAT

Fanmin Guo, Graduate Management Admission Council

If a few test items should become compromised, their impact on test scores would not be constant
across different computerized adaptive test (CAT) programs. For the same number of items
compromised, the impact might be more serious in some CAT programs than others because the
impact interacts with the complexity of the test specification, size of CAT pools, item exposure control,
item selection algorithm, and scoring method employed in CAT programs. As a result, evaluating the
impact of compromised items on test scores in a CAT program is not easy. Most of the previous

research focused on the impact on a group of examinees through simulations.

In this study, a new method of simulation is introduced that focuses on the impact on individual
examinees using the GMAT® CAT as an example. For each simulee, two paths of simulations were
run. The first path is the conventional simulation under no compromised item condition. The second
path follows the selected items and response patterns in the first path until a “compromised” item is
“administered.” Then the answer to this item is reset to a correct answer to simulate a “security
breach.” After that, the path branches to selecting new items. All the answers to subsequent
“compromised” items are set as correct answers until the end of the test. The purpose of this method is
to quantify the impact of compromised items as well as its interaction with the item selection and other
CAT operational configurations. Since each simulee will have two scores from the two separate paths,
this method allows estimating the range of score gains and the number of compromised items seen by
each individual. It allows reports that, if n items from a CAT pool were exposed to m examinees, x
examinees would gain y score points due to the impact of compromised items. The method employed

in this study applies to any CAT program.

For further information: fguo@gmac.com

Guess What? Score Differences With Rapid Replies Versus Omissions
On A Computerized Adaptive Test

Eileen Talento-Miller and Fanmin Guo, Graduate Management Admission Council

Estimation of ability in computerized adaptive testing relies on the assumption that examinees are
responding based on their content knowledge and skills. Guessing might have differential
consequences on scoring depending on the situation. In the case of time constraints, examinees are
faced with a choice of leaving questions blank or randomly responding. The current study provides
guidance for examinees based on real data from an operational CAT. Previous research provides an
incomplete picture of the effects of choosing a guessing strategy versus omitting items in the scoring
of an operational CAT. The study expands on previous research by using operational as opposed to
simulated data, comparing results in verbal and quantitative sections of a test, and framing the results

to provide guidance for examinees.

In this study, scores from tests with responses classified as random guesses are compared to scores that
would be observed if the items had not been reached. Items are classified as guesses by examining the

distribution of latency for correct responses to determine a rapid guessing threshold. The threshold is
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then checked against the proportion of correct responses at that level to find close to chance levels of
correctly answering the item. The guessing threshold of 10 seconds for verbal items and 7 seconds for
quantitative items was applied to all item positions. Only consecutive rapid guesses at the end of the
section were examined. Scores of examinees who guessed are recalculated to reflect ending the test
and omitting the remaining items rather than guessing. Although the results tend to favor guessing as a
strategy, the degree of difference varied based on section content, number of items involved, and
estimated ability of the examinee. In the verbal section of the test, few differences existed between
guessing scores and omit scores. In the quantitative section, the benefit of guessing became more
pronounced as the number of items increased. The results are particularly intriguing when ability
groups are compared. Both the verbal and quantitative sections show a slight preference for the omit
strategy in the low ability group. For the high ability group, apparently severe penalties for omissions
in the shorter quantitative measure appear to make guessing the unequivocal strategy of choice. Future
research could include more definitive methods for determining random guessing and examine
guessing at different positions within the test rather than merely at the end. Ultimately, the advice for
candidates remains the same for a CAT as it would for other tests: Time management is important to

allow ample opportunity to give thought to every question.

For further information: talento-miller@gmac.com

Termination Criteria in Computerized Adaptive Tests:
Variable-Length CATs Are Not Biased
Ben Babcock and David J. Weiss, University of Minnesota

This simulation study examined the performance of several CAT termination rules: four basic
termination rules (standard error, minimum information, change in 6, and fixed length) and two
combinations of standard error and minimum information termination. Four item banks were used: a
flat information bank with 500 items, a peaked information bank with 500 items, a flat information
bank with 100 items, and a peaked information bank with 100 items. Maximum likelihood scoring was
used to estimate € . For non-mixed response vectors, & was incremented by 0.5. In addition to
examining the performance of these termination criteria, the study was concerned with further
examining the conclusion from previous research that variable-length CATs are more biased than
fixed-length CATs (Chang & Ansley, 2003; Yi, Wang, & Ban, 2001).First, a number of
variable-length CAT conditions were simulated. Then, the mean number of items administered for
selected variable-length conditions was determined and fixed-length CATs were simulated with the
appropriate number of items in order to properly compare variable- and fixed-length CATs. CAT
performance was compared in terms of test length, as well as bias, RMSE, and correlation in the

recovery of true 6.

As expected, longer CATs yielded more accurate & estimation no matter which termination criterion
was used, but there were diminishing returns with a large numbers of items. It is recommended that
CATs should administer a minimum number of 15 to 20 items to ensure stable measurement. The
standard error termination rule, also known as the equiprecise measurement rule, performed the best

among all the methods if the standard error cutoff was sufficiently low and the item bank contained the
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amount of Fisher information needed to reach the cutoff. Standard error termination was also quite
efficient by administering relatively few items. Change in @, a newer termination criterion, performed
slightly worse than its fixed-length termination counterpart. Hybrid termination rules, such as
combining minimum information and standard error termination, functioned the best when the item
bank was small but had a peaked information function. The fixed-length CATs did not perform better
than their standard error termination counterpart when equated for average test length. Previous
findings stating that variable-length CATs are more biased than fixed length CATs were the result of
two procedural artifacts in prior research: (1) variable-length CATs were generally much shorter than
the fixed-length CATs; and (2) most previous studies used Bayesian scoring, which biased the shorter
variable-length CATs in the previous studies because the prior has more of an effect on & estimation
when there is less psychometric information. Standard error termination actually performed slightly

better than fixed-length CATs of comparable mean length in estimating low true € values.

For further information: babco062@umn.edu

Computerized Classification Testing in More Than Two Categories

by Using Stochastic Curtailment

Theo J. H. M. Eggen, CITO and University of Twente, The Netherlands
Jasper T. Wouda CITO, The Netherlands

When classification into a limited number of categories is the main purpose of testing, algorithms based
on the application of sequential statistical testing have shown to be better performing alternatives above
traditional estimation based computerized adaptive tests(e.g. Reckase, 1983 and Eggen & Straetmans,
2000) In these studies, the sequential probability ratio test (SPRT; Wald, 1947) is applied in order to
decide whether more observations on items are needed and which classification decision is to be made.
When a decision cannot be made with the predetermined decision error rates, in practice the procedure is
always truncated at a maximum test length. Recently Finkelman (2003, 2008) proposed an adaptation
of stochastic curtailment with which he created an additional stopping rule for the SPRT. This
“stochastically curtailed sequential probability ratio test:, or SCSPRT, generally follows the same rules
as the conventionally truncated SPRT, including its stopping rule. However, the SCSPRT adds some
rules in order to be able to stop testing in the cases where a change in decision between categories is
possible, but unlikely. Finkelman (2003) introduced the method for the case of classifications in two
categories and items selected to be most informative at the classification point. In this paper the
generalization of the application of the SCSPRT to problems with more than two categories is discussed
with a focus on the problems encountered in generalizing to the three-category problem. In general the
(optimal) composition of the test cannot be fixed in advanced when there is more than one cutting point,
which is a requirement of Finkelman’s SCSPRT. The way the application of stochastic curtailment in
combinations of SPRTs can be combined with the adaptive item selection in the test is described. The

performance of the proposed procedures is illustrated by results of simulation studies.

For further information: Theo.Eggen(@cito.nl
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Utilizing the Generalized Likelihood Ratio as a Termination Criterion

Nathan A. Thompson, Assessment Systems Corporation

A common application for adaptive testing is to classify examinees into mutually exclusive groups.
Currently, the predominant psychometric termination criterion for designing computerized
classification tests is the sequential probability ratio test (SPRT; Reckase, 1983) based on item
response theory. This operates by formulating a hypothesis test that a given examinee’s ability value
0 is equal to a fixed value below () or above (6) the classification cutscore. Recently, it was
demonstrated that the SPRT, which only uses fixed values, is less efficient than a generalized form
which tests whether a given examinee’s @ 1is below 6,or above 6 (Thompson, 2007). Moreover, this
better represents the conceptual purpose of the exam, which is to test whether & is above or below the

cutscore.

The purpose of this study was to explore the specifications of the new generalized likelihood ratio
(GLR). As with the SPRT, the efficiency of the procedure depends on the nominal error rates and the
distance between 6, and 6 (Eggen, 1999). Preliminary results suggest that observed error rates are
closest to nominally specified error rates when the values of 6 and 6 are approximately 0.1 from the
cutscore. The study utilized a monte carlo approach, with 10,000 examinees simulated under each
condition. Three levels of nominal accuracy were investigated (90%, 95%, and 99%), as well as 25
values of the difference between the cutscore and 6, or & (0.00 to 0.50 in increments of 0.2).
Additionally, another formulation was investigated that forms the likelihood ratio based on an
integration of the likelihood function. This was also suggested by Thompson (2007), but was not
accurate due to the asymmetry of the likelihood function when the three-parameter model is used; the
left-hand end of the likelihood function is substantially higher than the right-hand end because of the ¢
parameter. This artificially biases the ratio in the negative direction. Methods of correcting for this

are suggested.

For further information: nthompson@assess.com

Adaptive Testing Using Decision Theory

Lawrence M. Rudner, Graduate Management Admission Council

In the introduction to their classic textbook, Cronbach and Gleser (1957) argue that the ultimate
purpose for testing is to arrive at classification decisions. Many of today’s decisions are indeed binary,
e.g., whether to hire someone, whether a person has mastered a particular set of skills, or whether to
certify an individual. Categorical, as opposed to continuous, outcomes are also common, e.g., the
percent of students that perform at the basic, proficient, or advanced level in state assessments. IRT
models have been applied to help make classification decisions by laboriously placing individuals on
ability scales and then using cut-points to make classifications. IRT models, however, are not always
applicable in practical situations. IRT is fairly complex, relies on several fairly restrictive assumptions,
requires large calibration samples, and might not make efficient use of test questions when the goal is
simple classification. This paper presents an alternative underlying model for adaptive testing using
measurement decision theory and then compares those procedures with IRT in terms of classification

accuracy using two sets of simulated item response data. The research examines three ways to
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adaptively select items using decision theory: a traditional decision theory sequential testing approach
(expected minimum cost), information gain (modeled after Kullback-Leibler, 1951), and maximum
discrimination. It also examines the use of Wald’s (1947) well-known sequential probability ratio

test (SPRT) as a test termination rule in this context.

Initial results show that the minimum cost approach was notably better than the best-case possibility
for IRT. Information gain, which is based on entropy and comes from information theory, was almost
identical to minimum cost. The simple approach using the item that best discriminates between the
two most likely classifications also fared better than IRT, but not as well as information gain or
minimum cost. Initial results also show that with Wald’s SPRT, large percentages of examinees can be
accurately classified with very few items. With only 25 sequentially selected items, for example, some
90% of the simulated state-NAEP examinees were classified with 86% accuracy. This is clearly a
simple yet powerful and widely applicable model. The advantages of this model are many—the model
yields accurate mastery state classifications, can incorporate a small item pool, is simple to implement,
requires little pre-testing, is applicable to criterion-referenced tests, can be used in diagnostic testing,
can be adapted to yield classifications on multiple skills, and should be easy to explain to
non-statisticians. It is the author’s hope that this research will capture the imagination of the research
and applied measurement communities. The author can envision wider use of the model as the routing
mechanism for intelligent tutoring systems. Items could be piloted with a small number of examinees
to vastly improve end-of-unit examinations. Certification examinations could be created for
specialized occupations with a limited number of practitioners available for item calibration. Short
tests could be prepared for teachers to help make tentative placement and advancement decisions. A
small collection of items from one test, say state-NAEP, could be embedded in another test, say a state

assessment, to yield meaningful cross-regional information.

For further information: LRudner@gmac.com

"Black-Box" Adaptive Testing by Mutual Information and Multiple Imputations

Anne Thissen-Roe, Kronos

Over the years, most CAT systems have used score estimation procedures from item response theory.
IRT models have salutary properties for score estimation, error reporting, and next-item selection.
However, some testing purposes favor scoring approaches outside IRT. Where a criterion metric is
readily available and more relevant than the assessed construct, for example in the selection of job
applicants, a predictive model might be appropriate (Scarborough & Somers, 2006). Neither IRT
scoring nor unidimensional assessment structure can be assumed. Yet, the primary benefit of CAT
remains desirable: shorter assessments with minimal loss of accuracy due to unasked items. Without
IRT, it remains possible to create a CAT system that produces an estimated score from a subset of
available items, recognizes differential item information given the emerging item response pattern, and
optimizes the accuracy of the score estimated at every successive item. No information is needed
about the internal mechanisms of the scoring algorithm, provided it has certain properties: (1) The
score must be discrete or able to be made discrete, such as by application of cut scores or reporting of

integer scale scores. The score can be a nominal category; and (2) The degree to which the score
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changes when a particular item response is given must vary based on the responses to other items. If
these conditions are met, the scoring algorithm can be treated as a "black box," with adaptation
conducted on the outside. The method of multiple imputations (Rubin, 1987) might be used to
simulate plausible scores given plausible response patterns to unasked items (Thissen-Roe, 2005). This
method is also capable of rendering an estimate of the error introduced by unasked questions. Mutual
information might then be calculated in order to select an optimally informative next item (or set of
items). This is related but not identical to the methods of Weissman (2007) for item selection, and
Chambless and Scarborough (2001) for feature selection.

Two neural network-centered scoring algorithms serve as structural examples. In early testing,
previously observed response patterns to the complete assessments were resampled according to CAT
item selection. The reproduced CAT scores were compared to full-length assessment scores.
Approximately 95% accurate assignment of examinees to one of three score categories was achieved
with a 70%-80% reduction in median test length. This method of CAT is more computationally
demanding than traditional IRT-based approaches, due to the necessity of completely scoring some
hundreds or thousands of response patterns per item selected. Factors influencing performance were
also examined during early testing. Reducing the number of multiple imputations used is a way of
reducing computation time; it appears to impact assignment accuracy less than limiting items
presented under a confidence-based stopping rule. Computation time can also be reduced by
sacrificing algorithmic simplicity to move repeated computations outside of the "black box;" however,
such shortcuts impose a maintenance burden. Mixing "black box" CAT with Internet testing also
requires minimizing the data size and frequency of transactions between client and server, for which

the simplest algorithm is well suited.

For further information: anne.thissenroe@kronos.com

A Comparison of Computerized Adaptive Testing Approaches: Real-data Simulations of IRT- and
Non-IRT-based CAT with Personality Measures

Monica M Rudick, Wern How Yam, and Leonard Simms

University at Buffalo, State University of New York

A variety of approaches have been implemented to create CAT personality assessments. Recent
research has focused on IRT for CAT personality measures, although its use is both computationally
complex and requires certain assumptions to be met that do not always hold for personality measures.
As a result, non-IRT-based CAT approaches, such as the countdown method, have also successfully
been applied to CAT versions of personality measures. In the countdown method, there is some debate
regarding whether classification or full-scores-on-elevated-scales (FSES) methods are more preferable.
In addition, it is unclear how order of item administration might impact item savings and the validity
of scores. Both IRT and non-IRT based methods appear to yield numerous advantages for CAT
assessments, most notably time and item savings, and ease of administration. However, these two
methods have yet to be directly compared. The purpose of the present study was to compare non-IRT
and IRT-based approaches utilizing real-data CAT simulations on a large diverse sample (N = 8,690)
who completed the Schedule for Nonadaptive and Adaptive Personality (SNAP). The report focuses
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on the three longest SNAP Scales: Disinhibition (DIS), Negative Temperament (NT) and Positive
Temperament (PT). Simulation analyses compared item savings, item and test information, test
validity, and fidelity across the IRT- and non-IRT CAT methods. In addition, within the countdown
method simulations, the simulations examined whether item presentation order impacted the results.
Results will have implications for test developers wishing to apply CAT technology to personality

measures.

For further information: mmrudick@buffalo.edu

A Comparison of Three Methods of Item Selection

for Computerized Adaptive Testing

Denise Reis Costa, Camila Akemi Karino, CESPE/University of Brasilia, Brazil
Fernando A. S. Moura, Federal University of Rio de Janeiro, Brazil

Dalton F. Andrade, Federal University of Santa Catarina, Brazil

One of the most important components of CAT is the set of procedures for item selection. Unlike
traditional paper-and-pencil tests, adaptive procedures administer items that fit the examinee's level of
proficiency. This selection is based both on the characteristics of the items (e.g., item difficulty or
discrimination parameters) and on the estimated proficiency of the examinee. This study is a
work-in-progress that aims to evaluate the performance of three different CAT item selection methods:
the first one is derived from the maximum information criterion, one of the most popular item
selection methods inCAT; the second method is based on the global information method as defined by
Chang and Ying (1996), which use the Kullback-Leibler measure, while the third selection method
based on the predictive analysis defined by the expected maximum information criterion proposed by
van der Linden (1998). To evaluate the three different methods, the answers of ten examinees with
different skill levels were simulated for an item pool containing 246 items of the Instrumental English
test of the University of Brasilia. The resulting database was fit by a three-parameter logistic model on
a scale with mean 0.0 and standard deviation of 1.0, later transformed into a mean of 100 and standard
deviation of 25. The examinees' iterative proficiencies were estimated using expected a posteriori
(EAP). An initial analysis of bias and mean square error suggested that all methods performed
similarly to estimate examinees’ proficiency. However, databank-related characteristics might have
influenced those measures, since it is not yet an ideal item pool for CAT implementation. With these
results, it can be concluded that there is no apparent statistical difference in relation to the proficiency

estimation for the three presented methods for the analyzed item bank.

For further information: denise(@cespe.unb.br

Adequacy of an Item Pool For Proficiency in English Language From The University of Brasilia For
Implementation of a CAT Procedure

Camila Akemi Karino, Denise Reis Costa, and Jacob Arie Laros

CESPE/University of Brasilia, Brazil

The possibility of applying different item sets according to the level of ability of each respondent has

stimulated, among other factors, an increasing use of CAT. In spite of the increasing use, this study is
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one of the first initiatives in this field in Brazil. The item pool used in this study is a database of the
proficiency exam in English language has been in use since 2004 by the University of Brasilia. This
exam aims to assess the student’s comprehension of texts in the English language. The exam is a
paper-and-pencil test that is composed of 50 multiple-choice items. The psychometric item quality was
verified using classical test theory and IRT. The complete item pool consists of 450 items divided into
nine test forms. Each test form was responded by, on average, by 330 students. The total number of
respondents was 2,969. First, each test was analyzed individually and in a second stage the nine tests
were calibrated jointly. Of the 450 items, 37 items were common items between test forms. In the
individual analyses, 46 items with biserial correlation less than than .20 and 80 items with
discrimination parameter in the normal IRT metric less than .50 were eliminated. In the joint analysis,
another 58 items with an a parameter less than .50 were eliminated. After the elimination of these
items, the joint IRT analysis revealed a mean discrimination parameter of .77 (SD = .20), varying
between .49 and 1.67. In relation to the b parameter, the existence of a substantial variation in
difficulty level of the items was observed (varying between -3.56 and 3.23): however, the majority
(75%) of the items showed a b parameter below .10. The median value of parameter ¢ was .11 (SD
=.04) with a range from .03 to .24. After the joint calibration, successive points of the scale were fixed
for anchor items and each of these levels was interpreted pedagogically by specialists. The suitability
of the item pool for implementation of a CAT procedure was questioned taking into consideration that
44% of the items needed to be eliminated in order to agree with pre-established psychometric criteria.
Nonetheless, both the analysis of the item pool and the scale interpretation permit initial studies for the
implementation of a CAT procedure. The item pool as well as the scale could be improved by repeated

applications of the English exam using a CAT procedure.

For further information: camilaakarino@gmail.com

Development of an Item Model Taxonomy for Automatic Item Generation
in Computerized Adaptive Testing
Hollis Lai, Mark J. Gierl, and Cecilia Alves, University of Alberta, Canada

CAT makes tremendous demands on item banks because CATs require large numbers of test items.
CATs require these item volumes for three general reasons. First, as test length increases in
fixed-length CATs, requirements for test items increase to ensure that test scores are reliable (Wainer
& Eignor, 2000). Second, with the emergence of cognitive adaptive tests (e.g., Zhou, Gierl & Cui,
2008), many more skills are measured at a finer grain size. Thus, more test items are required to
measure these large numbers of specific skills. Third, item exposure and security concerns demand
that item re-use rates be relatively small. That is, CAT requires a large number of unique test items
in operational testing situations. One solution that could be developed to address these three issues is
to generate many more items. Automatic item generation is an approach to item development where
large numbers of offspring items (also called item instances) are generated from a parent item model.
Although automatic item generation can potentially create hundreds and even thousands of items, its
effectiveness is reliant on the availability of an efficient framework for creating the parent item models.

The components in a parent item model for a multiple-choice item consist of the stem (the component
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of an item that forms the context of the question the examinee is required to answer), the options (a set
of alternatives with one correct option and multiple distracters to answer the question), and any

auxiliary information (e.g., pictures, graphs).

To identify possible item model types, Gierl, Zhou, and Alves (2008) developed a taxonomy to
categorize and delineate the levels of variation in components of the parent item model. One
limitation of the study by Gierl et al., however, was that it focused only on mathematics items. To be
applied in diverse testing situations, item models need to be created in many different content areas to
allow for automatic item generation. The present study will apply the taxonomy to item models from
diverse content areas, including Language Arts, Social Studies, and Science, to generate items for a
computer-based testing program. While there might have been other implementations of item
generation, few have been documented (Irvine, 2002). Hence, the implication of the present study is
to demonstrate a systematic way to generate test items that creates large numbers of items in diverse
content areas, thereby lowering the cost of item development while maintaining a high level of quality

in the development process.

For further information: hollis.lai@ualberta.ca

An Approach to Implementing Adaptive Testing Using
Item Response Theory in a Paper-Pencil Mode
V. Natarajan, MeritTrac Services Pvt. Ltd, INDIA

In India, as most of the large scale testing is conducted in the paper-pencil (offline) mode, it is
important to arrive at models of implementing IRT in an offline/paper-pencil mode. MeritTrac has
experimented in conducting an IRT-based test in a paper-pencil mode for the analytical abilities test
for engineering graduates. With the help of item characteristics calculated prior to the test, a 6-item
test with increasing item difficulty was created as a test form on paper. Normally, research shows that
a 6/10 item test can be compared to 25 or more items in the test. The test was then administered to the
candidates in an offline mode. The responses of the examinee were then entered in student tracking
software that had been specially coded for this purpose. The output of this gives an estimation of the
examinee’s true score as if he/she has taken the parent 25-item test. Since it is not very feasible to
conduct an online test everywhere, especially in a country like India, the importance of adaptive
testing in offline mode increases many fold. In this model, we only need a single computer with
student tracking software and pre-published test forms consisting of items whose characteristics have
been calculated on the basis of past responses. Thus the offline mode is much more practical and is as

accurate as the online mode.

In the analytical abilities test, we have looked at 100 items and the responses of 1,000+ examinees on
each of these items, which we entered into BILOG and item difficulty values were generated. 93 items
were found to be relevant and the parent test of 93 items eventually emerged. The items were grouped
into 6 groups and 10 items were selected (one item each very easy and easy two items from below
average, average difficult and very difficult). Several sets of 10-item adaptive tests each were selected
and administered to the examinees. Their responses to 10 items were categorized in terms of

9,8,7,6,5,4,3,2,1 correct and a table generated from which ability and true scores can be read. In this
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methodology, the test administrator needs to be very cautious when dealing with student tracking
software so that mistakes are not made in entering the values of item numbers in the reshuffled version

and the examinee’s responses.

For further information: madan@merittrac.com

Assessing the Equivalence of Internet-Based
vs. Paper-and-Pencil Psychometric Tests
Naomi Gafni, Keren Roded, and Michal Baumer

National Institute for Testing and Evaluation, Israel

Few studies have yielded information regarding the equivalence of high-stakes admissions tests
administered via the Internet and paper-and-pencil administrations of those tests (Potosky & Bobko,
2004). Despite the lack of evidence regarding the equivalence of scores obtained in these two
modalities, there is increasing demand for Internet-based testing, with the number of recruitment and
admissions tests administered via the Internet constantly rising. This is largely due to the
convenience and efficiency that the medium offers. The Psychometric Test, which is used for
admission to institutions of higher education in Israel, is a high-stakes examination. The test consists
of three sections: Verbal Reasoning (60 items), Quantitative Reasoning (60 items), and English as a
Foreign Language (54 items). All items are in multiple-choice format. At the present time, most of
the examinees take the paper-and-pencil version of the test. It is anticipated that Internet-based
administration will be expanded. Given that this process will be gradual, and for a period of time the
test will be administered in two parallel modalities, establishing the equivalence of scores is of

paramount importance.

The goal of the present study was to compare the achievement of examinees who took the
paper-and-pencil version of the Psychometric Test with the achievement of those who took it via the
Internet. The question of equivalence arises because there are certain differences between a linear
computerized test and a traditional paper-and-pencil test, and also between computerized tests
administered via the Internet and those that are not. In the former case, the differences lie in the
presentation of the items, the method of answering, how reading comprehension passages and
questions with graphic components are presented, and in how time is allotted. Internet-based
administration brings other factors into play, for example interruptions to the power supply,
non-standard computers in different laboratories, Internet server problems, the impact of heavy traffic
on the server, a greater risk of items being compromised and the challenge of handling problems
during the administration itself. The relationship between performance on the experimental test and
several background variables (based on a feedback questionnaire) was also examined. The participants
were 381 examinees who registered for the October 2008 administration of the Psychometric Test.
The paper-and-pencil version was given to 192 of these participants, and 189 were tested via the
Internet. Assignment to the two groups was random. 370 of the participants in the experiment (185
from each one of the groups) took the actual Psychometric Test a month after the experimental

administration.

it © (ABERE 11/37



The following conclusions are based on analysis of the results: (1) No significant difference was
found between the scores of the two groups; (2) No significant differences were found between the
scores on the Verbal Reasoning and Quantitative Reasoning sections, however, the English scores
were significantly higher in the computerized version, across all item types; (3). The correlation
between the overall experimental scores and scores on the actual test were 0.93 and 0.94 for the
computer-based and paper-and-pencil groups respectively; (4) The difference between the two
groups in improvement in scores (between the experiment and actual test), both overall and for each
section, was not significant; (5) The difference in scores between men and women was the same for
both groups; and (6) The correlation between frequency of computer use and performance on the test
was similar for both groups. Thus, it was found that the modality of administration, Internet-based or
paper-and-pencil, did not affect examinee performance on the Psychometric Test. This holds with
respect to item types that we suspected would become more difficult when administered by computer.

The results support simultaneous administration in two modalities.

For further information: naomi@nite.org.il

Features of a CAT System and Its Application to J-CAT
Shingo Imai, Y. Akagi, Yamaguchi University, Japan
K. Kikuchi, Toho University, S. Ito, TUF'S, Japan

Y. Nakamura, Tokiwa University, Japan

H. Nakasono, Shimane University, Japan

A. Honda, APU, and T. Hiramura, 717, Japan

A CAT system called J-CAT or Japanese computerized adaptive test, which is operational on the
internet or by LAN, has been developed and used as a proficiency test of Japanese at the college level
for international students in Japan. We discuss some features of this CAT system, focused on the
viewpoint of test administrators. The features discussed in this presentation include registration
method, item-pool management, and utilization of test results. We illustrate how this system registers
examinees and authenticates them. We also discuss how to manage an item pool; such as uploading
items, setting IRT parameters, and setting answering time limits for each item. The system provides
useful information for analyzing the results of a test. We highlight some features of a downloadable
CSV file of properties of examinees and test results. We show what information is available for an
administrator and how an administrator might utilize the information. Examinees are also provided
feedback of their test results as a report form which is automatically produced at the end of a test. The
system of J-CAT, which contains items for Japanese proficiency at present, can be also used for tests
other than Japanese language if the items are replaced with items of other tests. The system supports

Rasch, two-parameter, and three-parameter IRT models.

For further information: imai2002@yamaguchi-u.ac.jp

Adaptive Measurement of Cognitive Ability
Based on a Person’s Zone of Nearest Development.

Marina Chelyshkova and Victor Zvonnikov, State University of Management, Russia
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At the present moment the majority schools and universities of Russia attach great importance to
cognitive process in education. We think that in modern testing it is important not only to estimate
the degree of knowledge that the person has but also to evaluate cognitive ability, which is more
complex than knowledge and skills. The measurement of cognitive ability usually requires the
special content of items, which cognitive learning theories provide. But there are other aspects of such
measurement.  They are connected with optimization of an item’s difficulty and require the
application of adaptive testing .Weiss analyzed person characteristic curves and suggested some
methods for adapting the test item’s difficulty to the individual. These ideas were combined with the
concepts of Russian scientist L. S. Vigotsky who suggested the ratio of ability to knowing something
(actual zone) and ability to develop of a person’s internal mental forces. His concept allows to
connect the score of actual knowledge with the width of a person’ s zone of the nearest development.
We suggested the method for evaluating this connection by using one-parameter and two-parameter
models of IRT expressed it in the form of the system of inequalities which related the person
parameter and item’s parameters. As applied to measurement of a cognitive ability we suggested to
choose items that have difficulty appropriate to person’ s zone of the nearest development instead of
traditional scoring approaches in adaptive testing. We developed the connection between the width
of the nearest development zone and scores of test items in terms of the difficulty and slope of item
characteristic curves. It has allowed us to evaluate a person’s cognitive ability and to predict his/her
changes of achievement depending on the time factor and the steepness of his/her person
characteristic curve. Thus, in such a way we can optimize the difficulty of test items in adaptive

testing for measurement of cognitive ability.

For further information: mchelyshkova@mail.ru

Implementing Figural Matrix Items In a Computerized Adaptive Testing System — Singapore’s
Experience

Poh Hua Tay and Raymond Fong, Ministry of Education, Singapore

Figural matrix items such as Raven’s Standard Progressive Matrices (SPM) are widely used for
assessing general intelligence of pupils. Substantial manpower resources are incurred when
administering tests on a large scale basis via paper-and-pencil (P&P). A computer-based test (CBT)
would offer the advantages of logistical ease during the data collection stage, and administrative ease
during the data entry stage; this is especially so for CAT, as it reduces administration time, as well.
Unlike P&P and CBT, the most appropriate set of items in a CAT can be adaptively selected for each
pupil based on his/her responses to previous items. This permits each pupil to be evaluated on a
smaller subset of the total item pool, having better test experience as items are chosen based on his/her
ability; and allows the test developer to control the error of measurement to a desired degree of

precision.

In this study, an item bank of 195 figural matrix items that are similar to SPM’s was created. The
psychometric properties of these items were then established after trialing them on a sample of 6,821
Primary 2 pupils (equivalent to Grade 2 pupils who are about 8 years in age) of varying academic

abilities from 20 coeducational schools in Singapore. IRT was used to calibrate all the figural matrix
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items. From this item bank, a P&P prototype, two CAT prototypes (one starts with an easy item,
while the other starts with an average item), and a CBT prototype were generated and administered,
via the FastTEST Pro v2.3 platform, to four groups of Primary 2 pupils in Singapore. These groups
consisted of a total of 948 Primary 2 pupils of varying academic abilities and were selected from 12
coeducational schools. SPM was also administered to all of them via P&P. This project was
designed to study the comparability of the abilities of pupils estimated from the differentpPrototypes
(P&P, CATs, CBT) and SPM.

For further information: tay poh_hua@moe.gov.sg

Constrained Item Selection Using a Stochastically Curtailed SPRT
Jasper T. Wouda and Theo J. H. M. Eggen, CITO, The Netherlands

Computerized classification testing (CCT) can be used to increase efficiency in educational
measurement. The truncated sequential probability ratio test (TSPRT) has been widely studied as a
decision algorithm in CCT for two or more categories (Spray, 1993; Eggen, 1999). Finkelman (2003)
added an algorithm to the TSPRT in the form of stochastic curtailment, to classify an examinee in an
even earlier stage of testing. This stochastically curtailed SPRT (SCSPRT) halts testing when a change
of classification is possible but unlikely. As can be seen in Finkelman (2003, 2008), the SCSPRT is an
extension of the SPRT. It adds stochastic curtailment in the form of two extra stopping rules per level.
Stochastic curtailment ceases testing and rejects hypothesis Hy; if given k observations, the probability
that a decision D will accept Hy;, Pr(D= Hy,), is not higher than a set value /-y. It stops testing and
accepts Hy; if this probability is at least y. This method makes use of the sub-optimality of the SPRT

as used in truncated tests.

In the comparison of performance between the SPRT and SCSPRT (Finkelman, 2003, 2008), results
showed a substantial decrease in number of items used per simulee for the SCSPRT, while the
percentage of correctly classified simulees remained the same. When using real item parameters and
realistic data (Wouda, 2008), this decrease became somewhat smaller, but was still substantial.
However, in order to be applied in real-world tests, non-statistical constraints must also be considered.
Different constraints include, for example, content balancing, answer key balancing, conflicting items
and item exposure control. In this study, different constraint handling methods will be compared,
together with different item selection methods. The applied constraints are content balancing and
exposure control. The compared item selection methods will be selection of items at the € estimate
and selection of items at the cut-score. The methods for exposure control that will be compared for
the SPRT and SCSPRT are the Sympson-Hetter method, the progressive method, and alpha-stratified
testing. The methods for content balancing that will be compared are the Kingsbury and Zara (1989,
1991) approach and the weighted deviation method (WDM) by Stocking and Swanson (1993).

For further information: Jasper.Wouda(@cito.nl

Using Enhanced Effective Response Time to Detect the Extent and Track the Trend of Item
Pre-Knowledge on a Large-Scale Computerized Adaptive Assessment

Jie Li and Xiang Bo Wang, ACT, Inc.
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In addition to being highly efficient and accurate in terms of scoring, diagnosis, and reporting, CAT is
also known for its global ease and reach of test delivery (Wainer et al, 2000; Meijer & Nering, 1999;
Parshall, Spray, Kalohn, & Davey, 2002). However, the latter advantage of CAT also introduces a
tenacious problem of potentially exposing items to a high number of examinees due to its high
frequency of test administration, which is likely to increase advance or pre-knowledge of items and to
jeopardize score validity. Of great concern and interest to the entire educational testing industry is
the possibility of validly detecting and tracking the extent that CAT items are exposed. The purpose
of this research was (1) to establish population item response times for all items and associated trends
for all items with a large-scale international CAT assessment and (2) to investigate the feasibility of
applying “effective response time” (ERT; Meijer & Sotaridona, 2006) to detect the extent and track
the trend of item pre-knowledge on suspected compromised items on this assessment. The study was
based on both operational and simulated data of a large item pool of a large-scale international CAT
assessment. This item pool was selected because (1) it had a substantial number of new items that
were pretested in several years ago when little or no item pre-knowledge could be assumed and (2)
these pretest items had a long history of operational use in subsequent years when item pre-knowledge
could have been accumulated. ERT indices for both items and examinee, as described by Meijer &
Sotaridona (2006), were computed against a large collection of new items at their pretest time after
they passed stringent pretest item quality reviews. The ERT indices from this round were used as null
hypothesis benchmarks since no serious item pre-knowledge could be assumed. In addition,
simulations were conducted to project the values of these ERT indices, if examinees’ response times
were reduced by one-half and one-fourth, respectively. Examinees ability estimates on the operational
items of this item pool were used for ERT modeling. ERT indices were also computed when all the

new items were first used operationally and the results were compared with their pretest counterparts.

For further information: Jie.Li@Act.org

Computerized Adaptive Testing for the Singapore
Employability Skills System (ESS)

Patricia Rickard, CASAS,

James B. Olsen, Alpine Testing Solutions,
Debalina Ganguli, CASAS,

and Richard Ackermann, Team Code, Inc.

This paper presents and demonstrates innovations in computerized adaptive testing of adult workplace
literacy and numeracy skills developed by CASAS and customized for the Singapore Employability
Skills System (ESS). The Singapore Workforce Development Agency (WDA) plays a pivotal role in
the implementation of the ESS “to enhance the employability and competitiveness of employees and
job seekers, thereby building a workforce that meets the changing needs of Singapore’s
economy.” CASAS has designed and developed CATs for mathematics, reading, and listening, and
computer-delivered tests for writing and speaking, suitable for adults. The CATs are administered in
secure proctored locations using local area networks and an electronic access key (dongle). This paper

presents an overview of the project, demonstrations of sample test items from the test battery,
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presentation of the test delivery and administration system, review of test score results and
psychometric analyses, and plans for future enhancements and extensions. The Singapore CATs use
the following psychometric procedures: selection of initial item from a random proficiency value near
the center of proficiency distribution of the selected item bank, Rasch model calibration and
proficiency estimation, and a stopping rule based on a minimum standard error or administration of a
specified maximum number of items. Results for the mathematics and reading CATs are presented
showing scale score population distributions, stopping rule exit criteria, item exposure distributions,
and ability estimate and standard error curves across the item administration sequence. The paper
presents summary recommendations for enhancements and extensions with the CAT tests and
additional CAT research and validity investigations.

The CAT results are based on examinee samples of approximately 12,000 for the reading tests and

9,000 for the numeracy tests.

For further information: rickard@casas.org

Criterion-Related Validity of an Innovative CAT-Based Personality Measure
Robert J. Schneider, PDRI

Richard A. McLellan and Tracy M. Kantrowitz, PreVisor, Inc.

Janis S. Houston and Walter C. Borman, PDRI]

This paper blends rigorous and innovative psychometric theory with a practical selection application.
We used CAT principles to estimate examinees' personality trait levels through an iterative,
IRT-driven, paired-comparison assessment process. The concept has its roots in Thurstone’s (1927)
Law of Comparative Judgment. Thurstone conceived of using a paired-comparison procedure to scale
stimuli on an interval scale. The idea was that if interval scale personality assessment could be
generated with a paired-comparison procedure, then measurement might be made more precise than
that yielded by typical Likert-type personality scales, which arguably provide only ordinal level data.
Stark and Drasgow (1998) developed an algorithm to implement this process based on Zinnes and
Griggs’ (1974) probabilistic unfolding model which, in turn, is based on (and extends) the work of
Coombs (1950) and Thurstone (1927). Examinees select which of the two statements representing
different levels of a personality trait are more descriptive of them, and are then presented with two
additional statements, based on their previous selection. Sequences of statement-pairs are selected in a
manner that maximizes information in an IRT sense. Statement-pairs are presented for a given
personality traits until either (1) a sufficiently low conditional standard error of measurement is
reached, or (2) ten statement-pairs have been presented. This methodology has been used successfully
in the Navy (Borman, et al., 2001; Houston, Borman, Farmer, & Bearden, 2005). To our knowledge,
however, our measure represents the first commercial application of CAT to the personality domain.
Our test measures thirteen traits selected to represent the broad personality sphere and to be predictive
across a wide range of occupations and industries. Our intent was to build in flexibility to create
composites of scales relevant to a variety of different work populations to accommodate the differing

needs of our clients.
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This presentation reports initial validity results. Our CAT personality measure was administered to
1,607 first-line supervisors in eight organizations, each of whom was rated by his/her immediate
supervisor. Sample sizes for predictor-criterion pairings ranged from n = 745 to 1,109. To identify a
composite of scales relevant to the supervisory position, we conducted a relative weight analysis
(Johnson, 2000) to identify the relative importance of each predictor based on its proportionate
contribution to R*. This procedure controls for multicollinearity among predictors by considering the
unique effect of each predictor as well as its effect when combined with the other predictors. Six
scales were identified and a weighted sum was computed. The estimated operational validity of the
adaptive personality scale composite was .25 against an overall job performance criterion. Graphs
showing validity coefficients associated with presentation of different numbers of statement-pairs will
also be shown for each scale included in the personality composite, as well as for the composite itself.
This information will be very useful in that it will indicate how many statement-pairs must be

presented to reach stable (asymptotic) criterion-related validity estimates.

For further information: Robert.Schneider@pdri.com

Computerized Adaptive Testing in Spain:

Description, Item Parameter Updating, and Future Trends of eCAT
Francisco J. Abad and David Aguado, Universidad Autonoma de Madrid
Juan Ramon Barrada, Universidad Autonoma de Barcelona

Julio Olea, Vicente Ponsoda, and Francisco J. Abad, Universidad Autonoma de Madrid

eCAT is a CAT developed and applied in Spain to assess English proficiency in Spanish speakers. The
test was developed by psychometricians from the School of Psychology (Universidad Autonoma de
Madrid) and the IIC (Engineering Institute of Knowledge). Psychometricians constructed the item
bank and designed the adaptive algorithm. The IIC takes care of the marketing and control of the test
delivery via the Internet. At this time, thousands of tests have been administered in the context of the
personnel selection processes and for the assessment of undergraduate’s language competences in
several Spanish universities. In this presentation we will summarize the work done for the design and
updating of the system. We will address four different aspects of eCAT: (1) test construction,
including item bank design and calibration, adaptive algorithm, psychometric properties of the 6
scores (reliability and validity), computerized reports, and software for web-based application; (2)
main results of the application (descriptive study of € scores, estimation errors, execution time and
exposure rates); (3) analysis of parameter drift and its impact on the € scores, assessed by means of a
comparison between the estimates of parameters in the initial calibration sample and those obtained
under eCAT ordinary operation; and (4) work in progress: item parameter updating, increasing the
bank size using on-line calibration procedures, and calibrating a new bank of items to assess the level

of English listening (eCAT-listening).

For further information: fjose.abad@uam.es
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Twenty-Two Years of Applying CAT for Admission to Higher Education in
Israel Naomi Gafni and Yoav Cohen, National Institute for Testing and Evaluation,

Israel

This paper describes the use of CAT in higher education admissions in Israel. This includes (1) the
English as a foreign language (EFL) CAT that has been used by various institutions of higher
education for placement purposes for 22 years; and (2) the CAT version of the Psychometric Entrance
Test (MIFAM), which has been in use for nine years as a higher education admissions tool for
examinees with disabilities. Both applications run in parallel with paper-and-pencil test (PPT)
versions. This presentation will focus on the specific procedures used to produce equitable scores
across the two media as well as on examining the suitability of the CAT for examinees with
disabilities. The paper discusses a host of practical issues that were encountered during conversion of
the Psychometric Entrance Test (PET) to a computerized adaptive format. Issues that pertain to the
meeting of content specifications, item exposure, item banks, item bank dimensionality, and equating,

are identified and discussed in the context of evolutionary changes in the MIFAM program.

For further information: naomi@nite.org.il

Item Selection and Hypothesis Testing

for the Adaptive Measurement of Change

Matthew Finkelman, Tufts University School of Dental Medicine
David J. Weiss, University of Minnesota

Gyenam Kim-Kang, Korea Nazarene University

In a paper presented at the 2007 GMAC CAT Conference, Kim-Kang and Weiss (2007, 2008)
described a procedure for the adaptive measurement of change (AMC) for an individual examinee.
In this procedure, a CAT is administered at Time 1 to an examinee and the final & estimate from that
CAT is used to begin a second CAT at Time 2 (a later point in time). The Time 2 CAT continues
until the Time 2 95% confidence interval around its € estimate does not overlap the Time 1 95%
confidence interval; when this occurs “significant change” is said to have occurred for that examinee.
Kim-Kang and Weiss compared the performance of the AMC procedure in measuring change with
that of change scores from conventional tests based on raw difference scores, residual change scores,
and IRT-based difference scores. Their results showed that AMC captured change better than all
methods based on conventional tests under a variety of test configurations and levels of true change.
They also demonstrated that the AMC procedure was efficient in detecting significant change,

requiring an average of from 6 to 22 items for different levels of true change.

The present study focused on the detection of change. Two new methods for testing the hypothesis of
significant change for a single person were developed and compared to the confidence interval overlap
approach. These methods were a likelihood ratio test approach and a Z-test approach. The power
and alpha level of these two hypothesis testing methods were evaluated in the context of two CAT
item selection methods—Fisher information and a variation of Kullback-Leibler information designed

to select items in the context of AMC. The new methods were evaluated under subsets of conditions
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examined by Kim-Kang and Weiss. Results demonstrated that both the likelihood ratio and the Z-test
method had better control of alpha error and had better power to detect smaller amounts of change
than the confidence interval overlap method. Item selection method had minimal effect on either
alpha or power, with a slight difference in favor of AMC-modified Kullback-Leibler information.
The combination of Kullback-Leibler information and the Z-test provided slightly better results than
other combinations. When used with variable-length CATs, the latter combination resulted in
substantial reductions in test length at Time 2 while maintaining alpha levels and power comparable to
Time 2 fixed-length CATs. Recommendations are made for the further development of the AMC

procedure.

For further information: mattstat2000@yahoo.com

A Gradual Maximum Information Ratio Approach to Item Selection
in Computerized Adaptive Testing

Kyung (Chris) T. Han, Graduate Management Admission Council

One of the most widely used item selection methods in CAT is that of selecting an item with the

maximized Fisher information (MFI) at the interim £ estimate based on previously administered items

Ix[§n71]

to the examinee (i.e., finding item x maximizing for an examinee with the interim & estimate

A

@ and m-1 as the number of items administered (Weiss, 1982). However, interim & estimates in the

beginning of testing (e.g., before at least five items are administered) are rarely accurate, so applying the
MFI method in the beginning of testing might not be the most efficient method and it might cause

excessive exposure of those items with greater information. This study proposes a new approach in

A

which the ratio between potential maximum information and expected information with an interim & is

used as an item selection criterion in the earlier stages of CAT administration. The new approach,

hereafter referred to as the gradual maximum information ratio (GMIR) approach, can be expressed as

L8] [l_ﬂj+1x[§n_l]ﬂ Mo mO—max(L])
max[/ ] M M max[/ M

where max[/,] is the maximum information of item x (when 6 is equal to the item difficulty), M is the

test length, and m is 1 plus the number of items administered so far. Thus, using the GMIR method,

L&, 1]/ max|

those items that exhibit larger L] at the beginning of testing (i.e., when m is small) are

more likely to be selected. Therefore, the GMIR approach is expected to utilize the whole item pool
more efficiently and effectively in the earlier stages of testing and spare those items with greater

information for the later part of testing.

A series of simulation studies were conducted to evaluate the effectiveness of the GMIR approach. The

simulation studies mimicked one month of the existing CAT program for higher education (with
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simplified content balancing and item exposure control) and used the evaluation criteria of item
exposure rate, test information, item pool usage, and & estimation bias and error (with root mean
squared error). Another series of simulation studies were also conducted with the MFI method and the
alpha stratification method (van der Linden, 2005). Each simulation study was replicated 100 times. The
preliminary results showed that the GMIR approach very effectively utilized the item pool, providing

satisfactory test information.

For further information: khan@gmac.com

Item Selection With Biased-Coin Up-and-Down Designs

Yanyan Sheng, Southern Illinois University at Carbondale

A basic ingredient in computerized adaptive testing (CAT) is the item selection procedure that
sequentially selects and administers items based on a person's responses to the previously administered
items. For decades, maximum information (MI; Lord, 1977; Thissen & Mislevy, 2000) has been
widely used as the conventional algorithm for item selection in CAT. However, this criterion based on
Fisher’s information only targets the middle difficulty level where a person has about 0.5 probability
of getting the items correctly, and hence is not applicable in situations where a different percentile is
desired. In addition, MI heavily relies on an accurate estimation procedure that works well in all

testing situations. Nonetheless, studies have shown that such a procedure is not readily available.

The biased-coin up-and-down design (BCD; Durham & Flournoy, 1994) has been widely used in
bioassay for sequential dosage level selection because it can target any arbitrary percentile in addition
to being efficient (Bortet & Giovagnoli, 2005). As the problem in bioassay shares many similarities
with CAT, it is reasonable to believe that the item selection algorithm based on the BCD, which does
not rely on an accurate trait estimate in every step of CAT administrations, provides an efficient
alternative to, while being more flexible than, the conventional method. The development of this
selection algorithm is essential as schools, professional organizations, and private companies seek to

make CAT flexible enough to be implemented in wider testing applications.

The purpose of this study was to illustrate the use of the BCD in CAT and further evaluate its utility
by comparing it with the conventional MI algorithm. For ease of comparisons, this study focused on
the 1-parameter item response function. To investigate the utility of the BCD in CAT, two Monte
Carlo simulation studies were conducted where either a fixed- or a random- stopping rule was
employed. With fixed-stopping rule, the number of items administered was manipulated (k =5, 10, 30,
100) and the item pool was fixed to have 100 different difficulty levels, whereas with random-stopping
rule, the number of different difficulty levels in the item pool was manipulated (» = 10, 30, 50, 100).
In either case, CAT responses were simulated for persons whose actual trait levels were 0 (average),
—1 (1 standard deviation below the average), and —2 (2 standard deviations below the average), and the
target difficulty level was at the 20", 50" or 80™ percentile. Each adaptive testing simulation began the
trait estimation with an initial value of 0 and proceeded with the maximum likelihood method. The
results suggested that item selection with the BCD is more flexible in targeting any arbitrary percentile
of the difficulty levels. With respect to the accuracy of the trait estimation, MI performs slightly better

with fixed-stopping rule, whereas the BCD is considerably better for tests with small number of
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different difficulty levels or persons whose trait levels are not at the extremes with random-stopping

rule.

For further information: ysheng@siu.edu

A Burdened CAT: Incorporating Response Burden with

Maximum Fisher Information for Item Selection

Richard J. Swartz, The University of Texas M. D. Anderson Cancer Center
Seung W. Choi, Northwestern University Feinberg School of Medicine

Widely used in various educational and vocational assessment applications, CAT has recently begun
to infiltrate the patient-reported outcomes (PRO) arena. Several differences exist between PRO-CAT
and “achievement CAT.” Polytomous, rather than binary, items are more appropriate for PROs;
constructs are often quasi-traits with skewed distributions; informative items cannot always be
generated along the important range of the trait; and in many patient populations conditions exist so
that patients cannot tolerate longer tests. Reducing this response burden has been one of the main
reasons for consideration of CAT in the PRO arena. Although successful in reducing burden, many of
the current CAT algorithms do not formally consider patient or examinee burden as part of the item
selection process. In the PRO setting, many CAT applications simply limit the maximum number of
items to be administered. This study uses a loss function approach motivated by decision theory to
develop an item selection method that incorporates burden into the Maximum Fisher’s Information
(MFI) item selection method.

We compared several different loss functions representing varying degrees of burden, including a
no-burden condition as a baseline. An item bank of 62 polytomous items measuring depressive
symptoms was used to compare the different methods. The items were calibrated with the graded
response model using 730 patients and caregivers from the M. D. Anderson Cancer Center. For each
condition, we used two different response datasets to simulate CAT instruments. One dataset
consisted of the real responses from the 730 patients and caregivers who answered all the items. The
second dataset consisted of simulated responses to all the items based on a grid of € values with
replicates at each grid point. The MFI-burden algorithm for item selection results in tests that are on
average shorter (depending on the degree of burden) than those obtained using MFI alone, but without
severely affecting the standard error of measurement. In particular the loss function incorporating
burden protects respondents from receiving longer tests when their estimated trait score falls in a
location where there are few informative items. This is very useful in PRO assessment where burden

to the patient is a concern.

For further information: rswartz@mdanderson.org
Adaptive Item Calibration: A Simple Process for Estimating

Item Parameters Within a Computerized Adaptive Test

G. Gage Kingsbury, Northwest Evaluation Association
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The characteristics of CAT change the characteristics of the field testing that is necessary to add items
to an existing measurement scale. The process used to add field test items to a CAT might lead to
scale drift (van der Linden & Glass, 2000; Ban, et al, 2001). In addition to this measurement concern,
adding randomly chosen field test items to a test might disrupt the performance of an examinee by
administering items of inappropriate difficulty. The current study makes use of the transitivity of
examinee and item in IRT to describe a process for adaptive item calibration. In this process an item
is successively administered to examinees whose ability levels match the performance of a given field
test item. By treating the item as if it were taking an adaptive test, examinees can be selected who
provide the most information about the item at its momentary difficulty level. Throughout the
calibration process, the momentary difficulty estimate is updated and used in the process of item
selection for all examinees. The item calibration can be completed when a fixed number of
examinees have seen the item of interest, or when the momentary difficulty level for the item stabilizes
to a predetermined variability. This approach should provide a more efficient procedure for
estimating item parameters. While the procedure is not specifically designed to create an optimal
calibration sample in the manner described by Holman and Berger (2001), it should result in the item

being administered to a set of individuals that more closely approximates optimality.

The process is described in detail within the context of the one-parameter logistic IRT model. The
process is then simulated using 10 replications of the calibration of 100 items to identify whether it
produces more accurate and efficient item parameter estimates than random presentation of field test
items to examinees. Results indicate that adaptive item calibration is more accurate for small sample
sizes. With additional research, adaptive item calibration might provide a viable approach to
expanding item pools in settings with small sample sizes or settings with a need for large numbers of

items.

For further information: gage.kingsbury@nwea.org

On-the-Fly Item Calibration in Low-Stake CAT Procedures

Sharon Klinkenberg, Marthe Straatemeier, and Han van der Maas, University of Amsterdam

We present a new model for computerized adaptive progress-monitoring. This model is used in the
Math Garden, a web-based monitoring system, which includes a challenging web environment for
children to practice arithmetic skills. The Math Garden is a CAT web application, which tracks both
accuracy and response time. Using a new model (Maris, in preperation) based on the Elo (1978) rating
system and an explicit scoring rule, estimates of ability level and item difficulty are updated every trial.
Items are sampled with a mean success probability of .75, making the tasks challenging yet not too
difficult. By integrating the response time in the scoring rule, we try to compensate for the loss of
information associated with the high success rates (van der Maas and Wagenmakers, 2005). In a
period of eight months, our sample of 1,053 children completed over 850,000 arithmetic problems.
The children completed about 25% of these problems outside their school hours. Results show good
validity and reliability, high pupil satisfaction measured in playing frequency, and good diagnostic
properties. The ability scores correlatde highly with the Dutch norm-referenced general math ability
scale of the pupil monitoring systems of CITO. Also, test retest reliability analysis showed high
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correlations. In view of the satisfactory validity and reliability of the person ability estimators, our

method opens the door to on-the-fly item calibration in low-stakes testing.

For further information: ~S.Klinkenberg@uva.nl

An Automatic Online Calibration Design in Adaptive Testing
Guido Makransky and Cees. A. W. Glas, University of Twente, The Netherlands

An accurately calibrated item bank is essential for a valid CAT. However, in some settings, such as
occupational testing, there is limited access to examinees for calibration. As a result of the limited
access to possible xaminees, collecting data to accurately calibrate an item bank in an occupational
setting is usually difficult. In such a setting the item bank can be calibrated online in an operational
setting. This study explores three possible automatic online calibration strategies with the intent of
calibrating items accurately while estimating ability precisely and fairly. That is, the item bank is
calibrated in a situation where examinees’ ability is assessed throughout the calibration design. The
three calibration strategies represent a sample of possible designs on a continuum ranging from one
extreme where items are calibrated at a single point in time, to the other extreme where items are
calibrated constantly after each exposure. A simulation study was used to identify the optimal
calibration strategy. The outcome measure was the mean absolute error of the ability estimates of the
examinees participating in the calibration phase. Manipulated variables were: the calibration strategy,
the size of the calibration sample, the item response mode, and the size of the item bank. The results of
the study give an overview of the benefits of each strategy for different applied conditions, and
provide viable calibration design options for test development companies that find it difficult to get

examinees in the development phases of a test.

For further information: guidomakransky@gmail.com

Investigating Cheating Effects on the Conditional Sympson and Hetter
Online Procedure with Freeze Control for Testlet-based Items
Ya-Hui Su, University of California, Berkeley

In CAT, if a group of examinees purposefully memorize items and distribute them to other prospective
examinees, it certainly ruins the equality and accuracy of CAT. Steffen and Mills (1999) investigated
this effect and found that the more the compromised items and the more effective the cheating, the more
severe the overestimation for the recipients, especially for those with low ability levels. Su, Chen, and
Wang (2004), pointed out that the overestimation for the recipients was more severe when the sources
had diverse ability levels, because more items were compromised. Su and Wang (2007) proposed an
item exposure control procedure, called the conditional Sympson and Hetter (Sympson & Hetter, 1985)
online procedure with freeze control (denoted as SHCOF) procedure. Results showed it superior to
many other conventional procedures in terms of measurement and operational efficiency. To assess the
cheating effect, Su and Wang (2008) used the SHCOF procedure in a CAT, and found it could obtain
precise estimation for persons in real time without requiring simulations to generate item exposure
under a unidimensional context. In the past, little research has been done to investigate cheating effects

within a testlet context. Hence, it is of great value to ascertain whether the SHCOF is also less affected
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by the cheating between examinees under a testlet context, when compared to a popular procedure such
as the conditional multinomial method (SLC; Stocking & Lewis, 1998). The goal of this study was to
use simulations to investigate how these two item exposure control procedures would perform under
various cheating conditions. It was hypothesized that SHCOF would be less affected by cheating than
SLC.

Four independent variables were manipulated: (1) ability level of sources, (2) ability distribution of
recipients, (3) cheating conditions (no cheating, inefficient cheating, efficient cheating, and perfect
cheating), and (4) item exposure control procedure (SHCOF and SLC). The root mean squared error
(RMSE) was computed to describe the cheating effects; the more serious the cheating effect, the larger
the RMSE. Under the no-cheating condition, there is no significant difference in RMSE between
SHCOF and SLC. It was also found that SLC had more serious inflation on RMSE than SHCOF under
the perfect cheating condition. As the cheating condition got more severe, the overestimation for the
recipients got more severe when the SLC was used. In addition, the more diverse the ability of the
sources, the larger the RMSE and the mean positive bias would be. More importantly, SHCOF had
smaller RMSE than SLC. This was because only SHCOF could simultaneously monitor item exposure
and test overlap rates online. SHCOF could obtain precise estimation for persons without requiring
simulations to generate item exposure before using in an operational CAT. Iftest items are memorized
by sources and shared to recipients, CAT becomes unfair because the ability levels of the recipients will
be overestimated. In this study, it was found that SHCOF was less affected by cheating than SLC. Hence,
the SHCOF procedure can be safely implemented in operational CAT.

For further information: yahuisu@berkeley.edu

The Nine Lives of CAT-ASVAB: Innovations and Revelations
Mary Pommerich, Daniel O. Segall, and Kathleen E. Moreno, Defense Manpower Data Center

The Armed Services Vocational Aptitude Battery (ASVAB) is administered annually to more than one
million military applicants and high school students. ASVAB scores are used to determine
enlistment eligibility, assign applicants to military occupational specialties, and aid students in career
exploration. The ASVAB is administered as both a paper-and-pencil (P&P) test and a CAT.
CAT-ASVAB holds the distinction of being the first large-scale adaptive test battery to be
administered in a high-stakes setting. Approximately two-thirds of military applicants currently take
CAT-ASVAB; long-term plans are to replace P&P-ASVAB with CAT-ASVAB at all test sites.
Given CAT-ASVAB’s pedigree—approximately 20 years in development and 20 years in operational
administration—,much can be learned from revisiting some of the major highlights of CAT-ASVAB
history.  This paper traces the progression of CAT-ASVAB through nine major phases of
development including research and development of the CAT-ASVAB prototype, the initial
development of psychometric procedures and item pools, initial and full-scale operational
implementation, the introduction of new item pools, the introduction of Windows administration, the
introduction of Internet administration, and research and development of the next generation
CAT-ASVAB. A background and history is provided for each phase, including discussions of major

research and operational issues, innovative approaches and practices, and lessons learned.

For further information: mary.pommerich@osd.pentagon.mil
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The CAT-DI Project: Development of a Comprehensive
CAT-Based Instrument for Measuring Depression
Robert D. Gibbons, University of Illinois at Chicago

The combination of IRT and CAT has proven invaluable in educational measurement. More recently,
enormous reduction in patient and physician burden have been demonstrated using IRT based CAT in
the area of mental health measurement problems (Gibbons et.al., 2008). CAT administration of a
626-item mood and anxiety spectrum disorder inventory revealed that an average of 24 items per
examinee were required to provide impairment estimates with a correlation of 0.93 with the original
complete scale. Furthermore, the CAT-based scores revealed twice the effect size than the total scale
score in terms of differentiating patients with bipolar disorder based on the mood disorder subscale,
despite an 83% reduction in the average number of items administered. These preliminary findings
led to further interest and funding by the National Institute of Mental Health to develop a CAT-based
instrument for the screening of major depressive disorder (CAT Depression Inventory—CAT-DI) that
can be used for routine screening of depression in general medical practice settings as well as specialty
mental health clinics. A recent supplement to the parent CAT-DI grant, extends our work on CAT for
mental health measurement to CAT for diagnostic assessment of depression and other psychiatric
disorders. The CAT Major Depressive Disorder (CAT-MDD) project will explore four different
statistical/psychometric models for estimating the probability of an underlying discrete major
depressive disorder based on self-administered symptom ratings that are adaptively
administered. The ultimate objective of this program of research is to reduce patient and physician
burden in terms of screening and diagnosing depression in general practice settings. Potential
benefits include reduction in health care costs produced by high rates of service utilization among
patients with an undiagnosed depressive illness, increased detection of depressive disorders, and

increased access to quality mental health care for patients in need of such services.

For further information: rdgib@uic.edu

Development of a CAT to Measure Dimensions of Personality Disorder:
The CAT-PD Project
Leonard J. Simms, University of Buffalo

In this presentation, describes the CAT-PD project, a funded, multi-year study designed to develop an
integrative and comprehensive model and measure of personality disorder trait dimensions. Our
general study aims are to (1) identify a comprehensive and integrative set of dimensions relevant to
personality pathology, and (2) develop an efficient CAT method—the CAT-PD—to measure these
dimensions. To accomplish our general goals, we plan a five-phase project to develop and validate
the model and measure. The presentation describes the project generally, the results of Phase I (which
is focused on content domains and initial item bank development), and our plans for IRT/CAT with
these item banks. In particular, I will focus on how the item banks will be used, the possible IRT
models we are considering for item bank calibration, the CAT algorithms we are planning to test, and
our methods for deciding on a final set of procedures for the completed CAT-PD measure. Finally, I

will discuss the CAT and IRT challenges that we anticipate facing in the future.
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For further information: ljsimms@buftalo.edu

The MEDPRO Project:
An SBIR Project for a Comprehensive IRT and CAT Software System

The IRT Software
David Thissen, The University of North Carolina at Chapel Hill
and Scientific Software International

The IRTPRO (Item Response Theory for Patient-Reported Outcomes) component of the MEDPRO
Project is an entirely new application for item calibration and test scoring using IRT. Fall, 2009 release
of this software is anticipated; this presentation briefly describes its features, user interface, and output.
IRTPRO provides maximum likelihood calibration of items fitted with the 1PL, 2PL, 3PL, Graded,
Generalized Partial Credit, and Nominal IRT models in any combination, using one of three estimation
algorithms: (1) Bock-Aitkin EM, (2) adaptive quadrature, or 3) Metropolis-Hastings Robbins-Monro
(MHRM). Unidimensional or multidimensional IRT models might be used; among multidimensional
models, the implementation performs full-information estimation for exploratory and confirmatory
models, including the special-case treatment appropriate for bifactor models. Analysis of differential
item functioning (DIF) is also provided, using the Wald test, with accurate item parameter error
variance-covariance matrices computed using the Supplemented EM (SEM) algorithm. Several
goodness-of-fit and diagnostic statistics are reported. Standard maximum a posteriori (MAP) and
expected a posteriori (EAP) estimates of the latent variable(s) for item response patterns might be

computed, as well as (weighted) summed-score to scale score translation tables.
For further information: dthissen@email.unc.edu

The CAT Software

Nathan A. Thompson, Assessment Systems Corporation

The CAT software for MEDPRO is designed to provide a comprehensive environment for the design
and delivery of CATs. It consists of two main components: CATSIM and FASTCAT, in a package
called CATPRO (Computerized Adaptive Testing for Patient-Reported Outcomes), which will be
designed to interface with IR-TPRO. CATSIM will be a major expansion of Assessment Systems’
(ASC) POSTSIM software. CATSIM will implement post-hoc simulations, Monte Carlo simulations,
and hybrid simulations of CATs. New features in CATSIM will include the addition of CAT for
polytomous IRT models, item selection constraints (content balancing, item exposure controls and
“enemy” items), and an expanded set of termination options. FastCAT will be an expansion of
ASC’s FastTEST Professional Testing System that includes all the options in CATSIM applied to the
delivery of live CATs in a Windows environment. Output from both CATSIM and FastCAT will
optionally be available in formats directly importable into IRTPRO for analysis and the parameter
output from IRTPRO will be directly importable into both CATSIM and FastCAT.

For further information: nthompson@assess.com
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Reviewing Test Overlap Rate and Item Exposure Rate

as Indicators of Test Security in CATs

Juan Ramon Barrada and Julio Olea, Universidad Autonoma de Barcelona, Spain
Vicente Ponsoda, Universidad Autonoma de Madrid, Spain

Francisco J. Abad, Universidad Autonoma de Madrid, Spain

Test security is a major concern in CAT, because of the possibility of item sharing between examinees.
A CAT will be considered more secure the lower the overestimation of the examinee’s trait level due
to item preknowledge. The common measures of test security have been the overlap rate between
examinees and the distribution of item exposure rates. Usually, these indicators of test security have
been evaluated when no item disclosure is present. We justify that lower overlap rates or less skewed
distributions of usage of the items might not lead to safer CATs. The main ways of increasing security
are to reduce: (1) the probability of item preknowledge of the first items administered, and (2) the
overlap rate for high trait levels. In these conditions, there would be many different routes to obtain a
high trait level estimation and it would be difficult for an examinee with item preknowledge to
incorporate one of these routes. Progressive and proportional methods offer these characteristics. We
show that these two methods are safer than the alpha-stratified method, a method with a much lower
overlap rate. In fact, when the alpha-stratified method is applied, there is a “golden source of
information:” an examinee with high trait level sharing items content is the best option for increasing
trait estimation. When the progressive or proportional methods are applied, there is no source of
information that fits to all the possible recipients. With these two methods, recipients and sources

should have a similar trait level to lead to an important increment of trait estimation.

For further information: juanramon.barrada@uab.es

Optimizing Item Exposure Control and Test Termination Algorithm Pairings for Polytomous
Computerized Adaptive Tests With Restricted Item Banks
Michael Chajewski and Charles Lewis, Fordham University

Much of the IRT and item exposure control literature regarding CAT has focused on the assessment of
the impact of exposure control algorithms on frequency of item use, estimation precision, test bias, and
overlap as well as item pool utilization and observed root mean square error rates. However, most
inquiries into these pertinent issues have limited their inquiries to fairly large educational
assessment-based item bank situations, which are less common in other areas into which CAT has
been expanding. This paper discusses the results of a simulation study that focused on the pairing of
item exposure control algorithms and test termination criteria within the specific framework of
polytomous CATs using restricted item banks. Based on prior comparative and exploratory research
by Chang and Twu (1998), Revuelta and Ponsoda (1998), Pastor, Dodd and Chang (2002), French and
Thompson (2003), Davis (2002; 2004), Davis and Dodd (2005), Barada, Mazuelq and Olea (2006),
Georgiadou, Triantafillou, and Economides (2007), and Barada, Olea and Abad (2008), six item
exposure control algorithms and four test termination criteria were selected. Item exposure controls
included the progressive-restricted maximum information method, Stocking and Lewis conditioning

on estimated ability, target exposure control (TEC), Sympson-Hetter conditional strategy (SHC), 0-1
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a-stratified strategy (0-1STR), and the combined a-stratified Sympson-Hetter method (STR-SH). The
impact of these six algorithms was evaluated in their optimization of small item bank adaptive
instruments using fixed length or fixed standard error (or Fisher target information) test termination
criteria. Just like educational large test item bank assessments, restricted-item bank CATs also face
issues regarding test security. Item exposure control algorithms are used to ensure limitations on any
given item being delivered too many times. Non-cognitive assessments, which might also be high
stakes, face an even greater need for test security since there are fewer items available. Alternatively,
non-high-stakes instruments might need to utilize item exposure control algorithms for content validity
purposes. Results are discussed in the framework of restricted item bank CATs such as non-cognitive

psychological assessments and consumer survey evaluations.

For further information: chajewski@fordham.edu

Limiting Item Exposure for Key-Difficulty Ranges in a High-stakes CAT
Xin Li, Kirk A. Becker, and Jerry L. Gorham, Pearson VUE
Ada Woo, NCSBN

Item exposure control has become a critical and practical issue since CAT was widely implemented in
test administration. Strategies for controlling item exposure have been developed to prevent
overexposure of items while maintaining measurement precision. Randomization and conditional
selection are two major types of exposure control techniques (Way, 1998). Randomization procedures
allow a random component for controlling item exposure. Kingsbury and Zara (1989) proposed the
“randomesque” method that randomly selects one item out of a prespecified number of the most
informative items throughout the testing. Another method designed by Lunz and Stahl (1998)
randomly selects from all items within a logit range of the optimal item difficulty. Alternatively,
conditional selection strategies impose an exposure control parameter for each item given it is selected.
The Sympson-Hetter method developed by Sympson & Hetter (1985) and modifications of this
procedure are reviewed in Georgiadou, Triantafillou and Economides (2007). The most recently being
presented by Barrada, Veldkamp and Olea (2009) is the multiple maximum exposure rate (#"“)
method which defines as many values of #"* as the number of items. Chang and Ying (1999) also
proposed an a-stratified CAT to limit the exposure of items with high discrimination by restricting
their selection until & estimates have stabilized. While adaptive tests using the Rasch model do not
have exposure issues due to the item discrimination parameter, there can be problems with exposure
for certain ranges of item difficulty. A Rasch-analog of b-stratified adaptive testing to control exposure

in a key-difficulty range was investigated in this paper.

Numerous studies have been conducted to evaluate the effectiveness of a variety of algorithms that
modify the CAT selection process to control item exposurel. Their strengths and weaknesses have
been discussed for different models using dichotomous scoring, polytomous scoring, and testlet-based
CATs. However, no studies have focused on exposure of items within a particular range, especially
those items with difficulty level near the cut-score on variable-length adaptive tests. The CAT
algorithm tends to overly administer these items under maximum item information selection.

Overexposure of items might affect item parameter estimates and potentially the integrity of the test.
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This research investigated multiple methods for limiting exposure of items near the cut score and
evaluatde the results for measurement precision. Response data from a large-scale live CAT
licensure exam were used to obtain the known item parameters for simulation. &s for simulees were
distributed according to the population distribution of final € estimates on the live test. Four
procedures were employed for controlling exposure of items near the cut score in a CAT, including the

ax

Kingsbury-Zara, the “within-.10-logits,” the »™* method, and a stratified-> method. They were
compared to a baseline condition with no exposure control. The performance of these procedures was
evaluated first for measurement precision by the standard error of measurement. Other variables
associated with test security include exposure rates, utilization of the item pool, and items overlap

across test administrations.

For further information: Xin.Li@Pearson.com

Comparison of Adaptive Bayesian Estimation and Weighted Bayesian Estimation in

Multidimensional Computerized Adaptive Testing
Po-Hsi Chen, Taiwan Normal University

The goal of the research was to compare two new Bayesian estimation methods, the adaptive Bayesian
estimation and weighted Bayesian estimation, in multidimensional computerized adaptive testing
(MCAT). Monte Carlo simulation and a multidimensional item response model, the multidimensional
random coefficients multi-nominal logit model (Wang, Wilson, & Adams, 1997), were used in this
research. Ten to sixty items of two-dimensional CAT were used with adaptive Bayesian, weighted
Bayesian, and traditional Bayesian estimation. The dependent variables were conditional bias and the
root mean square error (RMSE). Results indicated that these two new Bayesian approaches resulted
in less regression bias than the traditional Bayesian estimation; however, weighted Bayesian
estimation was more stable than the adaptive Bayesian estimation. The applications and suggestions

for use of weighted Bayesian estimation are addressed

For further information: chenph@ntnu.edu.tw

Comparison of Ability Estimation and Item Selection Methods
in Multidimensional Computerized Adaptive Testing
Qi Diao and Mark Reckase, Michigan State University

The impetus of this research is the lack of guidelines for designing multidimensional computerized
adaptive tests (MCATSs). There has been some research on unidimensional CAT on the properties of
ability estimation and item selection methods (e.g. Weiss & McBride, 1984; van der Linden & Pashley,
2000). However, in the literature on MCAT, most studies use a single ability estimation and item
selection method because they focus on other aspects of adaptive testing (e.g. Li Ip & Fuh, 2008). The
only study on a comparison of different ability estimation and item selection methods for MCAT is Tam
(1992). But that was before most currently used methods (e.g. Segall, 1996; Veldkamp & van der
Linden, 2002) were developed. Also, most of the research has used two-dimensional cases, but we
believe at least three dimensions are needed. In the proposed study, three ability estimation methods

were compared. The first is the general maximum likelihood method (Segall 1996). A problem when
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maximum likelihood is used is that estimates of location are not finite when the number of test items is
small. One solution offered in Reckase (2009) is fixed-step-size maximum likelihood. This method
updates the estimates of ability location with a fixed increment when infinite estimates are encountered.
The third method is Bayesian estimation (Segall 1996).

In the proposed study, four item selection methods were compared. The first is maximizing the
determinant of the Fisher information matrix (Segall 1996). The second is minimizing the trace of the
inverse of Fisher information matrix (Mulder & van der Linden 2008). The third is maximizing the
decrement in the volume of the Bayesian credibility ellipsoid (Segall 1996). The last is maximizing the
Kullback-Leibler information (Veldkamp & van der Linden 2002). The ability estimation and item
selection methods conditioning were compared using different priors and test length. The item pool was
simulated based on data from the Michigan Educational Assessment Program mathematics test for 7"
graders. Mean bias and mean squared error (MSE) were used as a measure of estimation precision.
Test length of 20 and 50 were generated and results were compared. For testing the impact of priors on
the Bayesian method, a multivariate normal distribution with mean 0 and an identity
variance-covariance matrix as in the real MEAP 2005 data were used and final ability estimates were
compared. The maximum likelihood estimation method did not perform well for the test length of 20.
When test length was 50, the estimates were much better. The fixed-step-size maximum likelihood
method fixed the problem of estimates not converging and the results were comparable to the Bayesian
method. Bayesian estimates were regressed toward 0 because Bayesian estimates tend to be statistically
biased toward the mean of the prior. The standard errors of the estimation were smaller than the
maximum likelihood method. Maximizing the determinant of the Fisher information matrix and
minimizing the trace of the inverse of Fisher information matrix were comparable. When Bayesian
ability estimation was used, the performance of Kullback-Leibler information was slightly better than
the Bayesian item selection method with the test length 20. Those two methods were comparable with
test length of 50.

For further information: diaoqi@msu.edu

Multidimensional Adaptive Test: The Application of Kullback-Leibler Information

Chun Wang and Hua-Hua Chang, University of Illinois at Urbana-Champaign

In adaptive testing, items are selected sequentially to match the updated ability of the examinee.
Numerous item selection algorithms for item pools calibrated under unidimensional IRT models have
been well developed. However, the assumption of unidimensionality can be easily violated, especially
when the test covers broad content areas. In the presence of multidimensionality, instead of obtaining m
separate unidimensional ability estimates, multidimensional IRT (MIRT) that provides a
m-dimensional vector estimate might be a better choice. Previous researchers have shown that this kind
of simultaneous estimation of abilities from different dimensions yields more accurate estimates, since it
takes into account the correlational structure of those abilities. Built on MIRT, multidimensional
adaptive testing (MAT) can, in principle, provide a promising choice in ensuring efficient estimation of
each ability dimension. Currently, two item selection procedures have been developed for MAT, one

based on Fisher Information embedded within a Bayesian framework, and the other using
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Kullback-Leibler Information. Since Fisher information extends to a matrix, instead of a single value in
multidimensional ability space, item and test information are no longer independent of each other.
Therefore, the nice additive property of Fisherilnformation does not apply to MAT. Alternatively,

Kullback-Leibler information remains a single value and thus keeps its additive property.

It is well-known that in unidimensional IRT, the second derivative of K-L information (also termed

6,

“global information”) is Fisher information evaluated at“o. This paper first generalizes the relationship

between these two types of information in two ways—the analytical result is given as well as the
graphical representation to enhance interpretation and understanding. It is shown that the complete
Fisher information matrix can be easily recovered from K-L information, and the diagonals of the matrix
equate to the curvature of the K-L information curve, evaluated with respect to each dimension
separately. Secondly, a K-L information index is constructed in MAT, which represents the integration
of K-L information over all of the ability dimensions. In geometric interpretation, this index is
analogous to the volume under the information surface when only two dimensions are considered. This
paper further discusses how this index correlates with the item discrimination parameters. In the
two-dimensional case, an analytical derivation shows that the size of the K-L information index depends
largely upon the sum of the squared item discrimination parameters, which is also termed
“multidimensional discrimination”. The results would lay a foundation for future development of item
selection methods in MAT which can help equalize the item exposure rate. Finally, a simulation study
will be conducted to verify the above results. The connection between the item parameters, item K-L
information, and item exposure rate is demonstrated for an empirical MAT delivered by an item pool

calibrated under two-dimensional IRT.

For further information: cwang49@illinois.edu

Multidimensional Adaptive Personality Assessment: A Real-Data Confirmation

Alan D. Mead, Avi Fleischer, and Jessica D. Sergent, //linois Institute of Technology

Although CAT was developed in the context of ability tests (Weiss, 1982), studies have since
demonstrated the effectiveness of CAT for measuring attitudes and personality. For example, Koch,
Dodd, and Fitzpatrick (1990) applied the rating scale model to a Likert-scale attitudinal questionnaire.
The rating scale model (an extension of the one-parameter logistic model for polytomous data) was
found to fit the data very well and, although they noted item pool issues, succeeded in measuring
effectively. Other studies have found similar results for personality assessments, suggesting that
perhaps half the items of an assessment are needed to achieve comparable reliabilities (Waller & Reise,
1989; Reise & Henson, 2000). However, one issue that has not been extensively treated in prior
literature is the multidimensional nature of most personality assessments. Prior research has
generally applied unidimensional CAT to individual scales. Segall (1996) presented a
multidimensional CAT (MCAT) methodology where correlations between the factors could be
leveraged to administer and score items even more efficiently. Mead, Segall, Williams and Levine
(1997) described a Monte Carlo simulation of the adaptive administration of the 16PF Questionnaire
(Cattell, Cattell, & Cattell, 1993; Conn & Rieke, 1994) using Segall’s MCAT method. As in Segall’s
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simulation, the MCAT method was effective in allowing additional reductions in assessment length,
beyond those typically encountered with unidimensional CAT. For example, overall assessment

length could easily be cut in half with small decrements in scale reliabilities.

The purpose of the current study was to extend the results of the Monte Carlo simulation (Mead, et al,
1997) to real data. This study is important for two reasons. First, it is always important to show
that simulated results generalize to actual use. Even more importantly, recent research on personality
(research that specifically included the 16PF; Chernyshenko, Stark, Chan, Drasgow, & Williams,
2001) has suggested that traditional IRT models do not fit personality data well and might not be the
most appropriate models (Stark, Chernyshenko, Drasgow, & Williams, 2006). If the IRT model is a
poor fit to 16PF data, the Monte Carlo results will not hold for real data. On the other hand, if the
real-data results replicate the simulation results, then we might assume that traditional IRT models fit
16PF data sufficiently well. We obtained archival data from the administration of the 16PF
Questionnaire to approximately 5,000 individuals and the two-parameter logistic model was fit to the
items using BILOG-MG 3.0. Segall’s (1996) software was adapted to read the actual responses of
the individuals for a real-data simulation. =~ Results generally supported the use of MCAT with 16PF
items. Correlations between actual 16PF scores and MCAT trait estimates were high (averaging .91
to .82) for MCAT tests shortened by up to 40-50% while shorter MCAT tests had moderate
correlations (averaging .72 to .58). The presentation will also discuss results for the pool usage (about
a third of the pool had exposures greater than 90%), efficiency for individuals with extreme scores,

and practical considerations for adaptive personality assessment.

For further information: jsergent@iit.edu

A Comparison of Three Procedures For Computing Information Functions For
Bayesian Scores From Computerized Adaptive Tests
Kyoko Ito, Human Resources Research Organization

Mary Pommerich, and Daniel O. Segall, Defense Manpower Data Center

CAT requires a pool of items that can yield reliable scores for a range of examinees without
compromising security. One way to evaluate CAT item pools is to compare them in terms of their

information functions. The score information for any test score y is defined as:

Var(y|0) | SE(y|0)

d ? d :

(de “J o™
1{6,y} = = :
where is ability (Birnbaum, 1968). The numerator denotes the slope of the regression of score y

on®, while the denominator is the standard error of y for a given @ For scores from tests that usually
vary from examinee to examinee, Lord (1980, p.156—-157) suggested a formula to approximate the

information function by conducting simulations and obtaining the numerator and denominator at three

successive & points (referred to as “local method” because it is based on three points). He noted,
however, that the slope can be quite unstable. To reduce the instability, the number of

successive @levels can be expanded to five (Segall, Moreno, & Hetter, 1997; referred to as the
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“quasi-local method”). Yet another method seems possible if one has sufficient evidence that a

single linear function fits data over the @range—i.e., one based on the least-square regression slope

across the entire & range, coupled with SE(y |‘9) (referred to as the “global-slope method”). The

authors’ recent research compared the three methods for one type of score, i.e., the maximum
likelihood estimator (MLE). The current study is a follow-up study to make the same comparisons
for another type of score, the Bayes modal estimator (BME) with a normal prior. The BME with a
normal prior should have higher information than the MLE, particularly at the tails, because of the

addition of the squared inverse posterior standard deviation.

Item responses were generated using the three-parameter logistic (3PL) model and item parameters for
a fixed number of simulees at each of 31 equally-spaced 6 points between —3.0 and +3.0. The
source of the item parameters was a 900-item CAT pool comprised of items that are currently used in
operational administrations of a large-scale testing program. Throughout the simulation, these item
parameters were treated as “true” item parameters that were known. The simulated CAT procedure
matched the actual operational implementation of the CAT testing program, including Sympson-Hetter
exposure control and maximum information item selection. Two factors—test length and sample
size—were manipulated in the comparison of the three procedures: (1) Test length: 10, 15, 30, and
60 items; and (2) The number of simulees at each equally-spaced @point (N;): 100, 500, 1,000, and
2,000.The results from the MLE study indicate that generally the three methods yielded very similar
information functions, although, not surprisingly, the degree of similarity tended to vary depending on
test length and N. The BME study used Bayes provisional and final ability estimates, as opposed to
MLE estimates throughout. Use of BME versus MLE during item selection and scoring could affect
the sequence of items that are administered, which could, in turn, affect the amount of score

information.

For further information: kito@humrro.org

Adaptive Computer-Based Tasks Under an Assessment Engineering Paradigm
Richard M. Luecht, The University of North Carolina at Greensboro

Assessment engineering (AE; Luecht, 2007, 2008a, 2008b; Luecht, Gierl, Tan, and Huff, 2006) is a
highly structured way of designing constructs and building instruments and associated scales that
measure those constructs. By using construct maps, evidence models, task models and templates,
AE makes it possible to generate extremely large numbers of test forms with prescribed psychometric
characteristics (e.g., targeted measurement precision). This paper presents an extension of AE to
include computerized-adaptive performance tasks (CAPTs). In a traditional CAT, each item is
selecting to maximize the measurement precision relative to a provisional estimate of some latent trait.
CAT requires every item to be calibrated using an appropriate IRT model so that estimates of item
difficulty (location) and other characteristics can be used in the item selection process. Under AE,
task models and templates can generate large classes of items. In turn, individual items inherit the
estimated psychometric characteristics of the task models and/or templates. A hierarchical Bayesian

framework is used for calibration and to quantify uncertainty associated with the class of items sharing
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estimated item parameters (cf. Glas and van der Linden, 2003) .  With CAPTs, features or
components of the task models and/or templates are altered in real-time to actually vary the task
difficulty in a systematic way. By applying a maximum information criteria to an item generation
algorithm scripted as part of an AE template, the task features can be selected to create highly variable
computer-based performance tasks (i.e., items) that effectively adapt themselves to the proficiency of
the examinee. In this sense, the ensuing performance task or items become semi-intelligent
measurement agents. The theoretical foundations for CAPTs will be presented in the context of several
measurement scenarios. This paper will also present the hierarchical Bayes calibration framework

and algorithms for item generation.

For further information: Email: rmluecht@uncg.edu

Developing Item Variants: An Empirical Study
Anne Wendt, National Council of State Boards of Nursing

Shu-chuan Kao and Jerry Gorham, Pearson VUE
Ada Woo, National Council of State Boards of Nursing

Large-scale standardized tests have been widely used for educational and licensure testing. In CAT,
one of the practical concerns for maintaining large-scale assessments is to ensure adequate numbers of
high quality items that are required for item pool functioning.  Developing items at specific
difficulty levels and for certain areas of test plans is a well-known challenge. This study
investigated strategies for varying items that can effectively generate items at targeted difficulty levels
and specific test plan areas.

Earlier researchers (LaDuca, Staples, Templeton, & Holzman, 1986, Bejar, 1996) described item
modeling as a construct-driven approach to test development that is potentially validity-enhancing.
Earlier research focused on mirroring cognitive processes in answering surveys for psychological
performance (Bejar, 1993; Embretson & Gorin, 2001; Embretson, 1999; Bejar & Yocom, 1991), with
the intention of generating isomorphic items. For large-scale testing, some item generation models
are more statistics-driven (e.g., Glas & van der Linden, 2003) and others are more content-driven (e.g.,
Bejar, Lawless, Morley, Wagner, Bennett, & Revuelta, 2003). Each item generation model provides
templates that allow decomposition of knowledge or skills and identification of the key components
that constitute meaningful new items.

This research was a pilot study for procedures that will be expanded systematically in the future.
Each variant item generation model was developed by decomposing selected source items possessing
ideal measurement properties and targeting the desirable content domains. As Table 1 shows, four
models were proposed to generate item variants.

Table 1. Variant Item Generation Models

Model Definition in Item Developing
Key Change key

Stem Change stem

Distractor Change a distractor

Hybrid Multiple changes

Using these models, 342 variant items were generated from 72 source items. Two sets of
experimental data were collected from three pretest periods. Items were calibrated using the Rasch
model. Initial results indicate that variant items show desirable measurement properties. Compared
to an average of approximately 60% of the items passing pretest, 84% of the variant items passed the
pretest criteria.
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It is expected that the use of variant item generation models can make item development more
cost-efficient and less labor-intensive. Most importantly, the characteristics of the new items seem to
be better controlled and more predictable than the “standard” methods for developing items (item
writing and item review). Though this research is based on specific licensure exams, the
methodology of this study might be applicable to other testing programs.

For further information: awendt@ncsbn.org

Evaluation of a Hybrid Simulation Procedure
for the Development of Computerized Adaptive Tests
Steven W. Nydick and David J. Weiss, University of Minnesota

The ideal CAT has a large item bank with a wide range of item difficulties; furthermore, in order for
the test to provide equiprecise measurements, there must be items that provide sufficient information
across the full range of § (Weiss, 1982). Post-hoc simulations have been proposed as a means of
fine-tuning a CAT for live administration; indeed, Gibbons, Weiss, et al. (2008) demonstrated that the
results of post-hoc simulations well predict the outcomes of a live CAT. However, before examining
CAT test characteristics (e.g., SEM) with a post-hoc CAT simulation, each examinee must have
provided a response to each item in a bank. But if the item bank is very large (e.g., 1,000), it might
not be reasonable to expect any examinee to respond to all the items without factors external to the
trait (e.g., fatigue) affecting his/her score. Frequently, because they tend to be large, CAT item banks
are calibrated using concurrent calibration methods, which estimate IRT parameters from an
incomplete data matrix including a set of linking items (e.g., Kim & Cohen, 1998). This paper
proposes and evaluates the performance of a hybrid simulation procedure for use in developing CATs
that employs these sparse, concurrent-linking matrices. The hybrid procedure estimates € for each
examinee with the item parameters estimated from the sparse linking matrix in conjunction with the
set of item responses for each examinee. Then, the € estimate for each examinee is used with Monte
Carlo simulation methods to impute the examinee’s missing data, resulting in a complete response
vector for each examinee—part real item responses and part imputed simulated data. A post-hoc

simulation is then implemented with the hybrid response matrix.

Two IRT models were used—two- and three-parameter logistic. From a simulated data matrix of 620
items and 1,000 examinees, either two, four, five, or ten item/examinee blocks were selected, with 20
anchor items, and the remainder of the items and simulees divided randomly into groups. Then,
responses were deleted to items not belonging to a simulee’s group, resulting in data matrices with
from 49% to 87% missing data. Parameters were estimated for both the matrix of full responses and
the matrix of partial responses and 0 was estimated for each simulee. The new estimates of # and the
estimated IRT parameters were then used to simulate new responses. POSTSIM (Assessment
Systems Corporation, 2007) performed a fixed termination (40 items) and a variable termination (SEM
< .20) post-hoc CAT on each matrix. For both the fixed and variable termination criteria, the hybrid
CAT with parameters estimated from the full matrix of responses (HFP) had accuracy close to that of
the hybrid CAT with parameters estimated from the partial matrix of responses (HPP), yet it also had
efficiency close to that of a CAT performed on the full matrix of responses (FFP). The HPP had
correlations with the FPP full-test 8 well into the .90s; HPP and FPP performed poorly only near the
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limits of estimating the 3PL (80 items per group). These results suggest that meaningful hybrid
simulations can be performed with sparse data matrices involving up to almost 80% missing/imputed

data. The simulation results were replicated with a real data set.

For further information: nydic001@umn.edu

Computerized Adaptive Testing for Cognitive Diagnosis
Ying Cheng, University of Notre Dame

CAT is a new mode of testing that enables more efficient and accurate recovery of latent traits.
Traditionally, CAT is built upon IRT models that assume unidimensionality. With the advances of
latent class models (LCM) and an increasing number of applications of them in testing and
measurement, an interesting question that arises is how to build a CAT based on a LCM. Tatsuoka
(2002) and Tatsuoka and Ferguson (2003) established a general theorem on the asymptotically optimal
sequential selection of experiments to classify finite, partially ordered sets. Xu, Chang and Douglas
(2003) proposed two heuristics on the basis of Tatusoka's theoretical work in the context of CAT,
one using Kullback-Leibler information (the KL algorithm) and the other using Shannon entropy (the
SHE algorithm). This paper presents an application of the optimal sequential selection method, i.e.,
selecting items sequentially for examinees during CAT, which is built upon a class of partially-ordered
LCMs (i.e., the cognitive diagnostic models). Two new algorithms are proposed: (1)
posterior-weighted KL information or PWKL method, and (2) a hybrid algorithm (HKL) which
considers not only the posterior but also the distance between latent classes. Two simulation studies,
one using simulated item parameters, the other with parameter estimates from real data, show that the
PWKL and HKL algorithms outperformed the KL and SHE algorithms uniformly. Finally, we built
the link among the  algorithms by  establishing equivalence  between  the
Kullback-Leibler-information-based approaches and the Shannon-entropy-based approach, and

connecting the algorithms for LCM with algorithms built upon IRT models.

For further information: ycheng4@nd.edu

Obtaining Reliable Diagnostic Information through Constrained CAT

Jeff Douglas, Hua-Hua Chang, and Chun Wang, University of lllinois at Champaign

We consider how constraint weighted a-stratification can be used in CAT to guarantee that sufficient
diagnostic information is obtained on a set of binary latent attributes, when estimation of a
unidimensional IRT ability parameter is also desired. Such applications are useful when a single
score is needed, but a more fine-grained assessment of the particular skills of an examinee is also
desired. Accomplishing these dual aims requires carefully constructing how a single underlying model
might simultaneously contain information about a continuous latent trait and a set of binary latent
attributes of a cognitive diagnosis model. Such a model is discussed and results are given illustrating
how these competing models can both be thought of as valid for an exam. Implementation of
constraint weighted a-stratification involves identifying a priority function that combines IRT with
cognitive diagnosis. Several priority functions are proposed, some based on formal measures of

information, and others only utilizing knowledge of which items measure which attributes. A
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simulation study and results are reported, showing how utilization of information-based methods
yields higher classification rates for cognitive diagnosis while achieving accurate ability estimation.
Item exposure rates are also considered for all competing methods. Several new directions for future
research are proposed, both for item selection and for considering when multiple latent variable

models for a single dataset can be simultaneously used to extract useful information.

For further information: jeffdoug@illinois.edu

Applying the DINA Model to GMAT Focus Data
Alan Huebner, Xiang Bo Wang, and Sung Lee, ACT, Inc.

Recent years have seen growing interest in the area cognitive diagnostic modeling. These relatively
new psychometric models seek to classify examinees as having mastered or not mastered a set of
discretely defined skills, as opposed to traditional IRT models that assign examinees a continuous
score measuring a broadly defined latent trait. The literature in this field contains few examples of
applications of cognitive diagnostic models to real assessment data, and many of these applications use
simple datasets as a means of introducing a new estimation algorithm. We attempt to fit the
Deterministic Input, Noisy-And (DINA) model to assessment data for an existing test, the GMAT
Focus. We discuss whether useful diagnostic information can be gleaned by applying the model to
the data.

For further information: Alan.Huebner@act.org
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