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Abstract

Sensor nefworks fave been used in many surveillance
svstems, providing statistical information about monitored
areas. Accurale counfing informafion (e.g., the distribu-
tion of the tofal number of targets) is often important for
decision making. As o complementary solution fo double-
counting In communication, tis paper presents the first
waork that deals with double-couniingin sensing for wireless
sengor networks. The probabiliny
targe! counis is derived firsi, This, however is shown fo be
computationally prohibitive when a network becomes large.
A partitioning algorithm is then designed to significantly re-
ditce computation complexity with o certain loss in count-
ing accuracy. Findly two methods are proposed to com-
pensate for the loss. 1o evaluate the design. we compare
the derived prebability mass function with ground truth ob-
fatned through exhaustive enumterafion in small-scale net-
waorks. In large-scale networks, where pwf ground fruth is
not available, we compare the expected count with frue tar-
gef counts. We demonstrate that accurate counfing within
1 ~ 3% relative error can be achieved with orders of mag-
nitude reduction in computation, compared with an exhaus-
five enumeration-based approach.

1  Introduction

Wireless sensor networks have been widely used to mon-
itor many types of environments such as battletields [1],
buildings [2] and habitals {3, 4]. One of the key design ob-
jectives of these monitoring systems is to acquire and verify
inforipation aboul the number of targels/events within the
system at any given point of time. For example, (i) in a bat-
tlefield, a commander needs to estimnate enemy capability
by counting different types of targets in an area fo issue a
counter-force attack strategically; (1) in a building, a man-
ager might want to turn off some facilities if the number
of people inn a certain area is less than a certain threshold,
(i1 in geysers fields monitoring, the number of ermptions
indicates the activity pattern undemeath. In all these cases,
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ty mass fiunction {pmf} of

although it iz not necessary to have precise counting infor-
malion, it is impaortant 1o obtain reasonable total count val-
ues through a sensor network.

In general, there are two types of errors that would
lead to inaccurate counts: miss-detection and double-
counting, Miss-detection is normally addressed by using
reliable sensing hardware [5] and/or robust detection al-
gorithms [0, 7, 8], while double-counting is a more chal-
lenging problem, because it involves duplicates in both
communication and sensing,  Several excellent projects
have investigated how to avoid the double-counting prob-
lesn in comununication. For example, synopsis diffusion [9]
uses energy-efficient multi-path routing schemes to transmit
order-and duplicate-insensitive (ODI) data aggregates. Re-
cently, CountTorrent [10], uses Abstract Prefix Tree (APT)
to ensure all values are counted once through distributive
queries. We observe that these solutions work well by as-
suining original count values from each sensor is not du-
plicated. However, sensor nodes are normally densely de-
ployed with a high-degree of redundancy {overlapping),
therefore double-counting by adjacent sensors could be
significant and should not be ignored.  Although many
regearchers have studied the double-counting problem in
commurication, fo our knowledge, this paper presents the
first attempt to address the double-counting problem in
the context of sensing in sensor networks. By avoiding
double-counting in both communication and sensing, accu-
rate statistic counting can be achieved.

To address double-counting in sensing, one straightfor-
ward solotion is to use sophisticated identification sensors
to differentiate targets by analyzing their signatures such as
acoustic emission or thermal radiation. This approach re-
quires high-cost sensor nodes and possibly introduces ex-
cessive energy consumption. Naturally, we raise the fol-
lowing question: how fo aveid double-counting staftstically,
ustng low-cost sensors without idensification capacity?

The main idea of our soletion is to derive a probability
mass function (paif) of total target counts, using partition
and compensation methods. With the pmf available, one
can obtain the expected total count that approaches ground
fruth, .., the actual number of targets in the system. Specif-



ically, the main confribution of this work lies in following
aspects:

e (iven separate counts from overlapping sensor nodes,
we derive a probability mass function (pay) of total
target counts, from which various types of statistical
information (e.g., expected value, variance, range, niin
and max} can be inferred accurately.

e We propose an accuracy-aware partitioning algorithm
to reduce the computational complexity of calculating
a system-wide probability mass fanction.

e Two algorithros are proposed to cornpensate for the in-
aceuracy introduced by the partitioning process. The
first algorithm sacrifices certain accuracy in exchange
of very fast computation, while the second algorithm
achieves high accuracy with adjustable computation
overhead.

The rest of the paper is organized as follows. Section 2
discusses related work. Section 3 presents the derivation
of probability mass function, followed by the complexity
analysis in Section 4. Section 5 describes how computa-
tion complexily can be significantly reduced by partition-
ing. Seclion 6 inlroduces two compensalion algorithins for
better accuracy. Simmulation results are presented in Sec-
tion 7. We conclude this paper in Section 8 with our sum-
mary and directions for future work.

2 Related Work

To obtain accurate targel counts, 4 monitoring sensor
system shall prevent miss-detection as well as double-
counting. Miss-detection can be reduced by introducing re-
liable hardware design. For example, X SM motes [5] incor-
porate a band-pass filter (o enhance the detection of acoustic
ernission, a digital potentiometer to detect a wide range of
signals, and a polyethylene film to reduce the effect of sun-
light. Besides hardware enhancements, advanced detection
algorithms [6, 7, 8] have also been proposed to avoid mis-
delection with minimal energy consumplion. VigilNet [7]
utilizes a multi-level detection algorithun with in-situ adap-
tive thresholds to avoid both falze positive and false negative
detections in changing weather conditions. Feng et al. [8]
propose a collaborative tracking algorithm with distributed
Bayesian estitnation to improve reliability based on current
and previous estimaticn (beliefs) from sets of sensors.

Bven with reliable detection at individual nodes, accu-
rate total counts would not be obtained if a target is counted
multiple times (double-counting). [Jouble-counting prob-
lem has been investigated in the context of communication.
The summarization of total counts without duplicates could
be achieved by building a spanning free rooted at the base.
Individual counts are aggregated along a tree from leaves to
the root as suggested in TAG [11]. However, this spanning-
tree-based approach could suffer loss of counts severely,
due to node or communication failures. For example, a
single node failure could lose the count of a whole subtree
beneath it. To address this limitation, synopsis diffusion [9]

utilizes multi-path routing to deliver count information. The
authors prove that duplicate-insensitive (ODI) count aggre-
gation can be achieved by using Flajolet and Martin's algo-
rithm (FM) [12], which counts distinet elements in a multi-
set. Recently, CountTorrent {10] allocates binary labels to
individual nodes using an Abstract Prefix Tree and dissem-
inates the ({abel,connt) pairs through multi-path ronting,
Count values ate aggregated only when two binary labels
differ only in their last bit. Labeled aggregates ensure all
values are counted only once during communication.

Although double-conmting can be eliminated in commu-
nication, the final aggregated count could still be incorrect,
if the targets within overlapping regions are counted more
than once. According to [13], the percentage of overlap-
ping region in sensor networks under random deployment
i indeed significant. For example, with an average node
density of 5, the overlapping percentage is 86% and with
an average node density of 14, the overlapping percentage
would be as high as 99.9%! Therefore, we argue double-
counting is comnon in sensing and hence needs {o be ad-
dressed accordingly.

3 Problem Definition and Assumptions

We consider a network model where counting sensor
nodes are randomly deployed in a region (e.g., an open area
or a room in a building) with known locations [14, 15].
They are used to monitor different types of targets, such
as vehicles on the road, people in the room, or any other
objects of interests. Counting capability is supported, using
photoelectric-based sensors such as the one in [16]. The
count values at individual sensors are reported to a base
node, where the probability mass function (pmf’) of the total
number of distinet largets is caleulated. Since the syslem-
wide total count is the objective, a centralized solution at
the base 1s a natural approach for sensor networks, which is
also compatible with counting communication methods in
TAG [11], Synopsis Diffusion [9], and CountTorrent [10].

To simplify the description, the sensing range of these
nodes are treated as circles. It should be noted that the ac-
curacy of our method only depends on the size of the area,
not the shape of the area. In case of irregular sensing areas,
methods proposed in [17] shall be used to obtain the size of
sensing areas.

This work assumes spatial distribation of targets within
the area is known (e.g., complete spatial randomness, spa-
tial aggregation or spatial inhibition). Without loss of gener-
ality, we use Poisson distribution [18, 19, 20} as a concrele
exemplary distribution to present our methodology through
the paper. We expect our high-level idea can be applied
to non-Poisson distributions, althongh mathematical deriva-
tion would be quite different.

Under the Poisson distribution, targets are uniformly dis-
tributed in the area of interest with intensity of A. The A
value can be either known a prior or estimated online (as
we explain later). The probability that there are £ targels in



the region s of size S can be computed as follows:

e M LSk

P(N(s) = k) P

(1)

Suppose there are in total N sensor nodes. The iy, sen-
sor node v; whose sensing area is circle C; has detected
n; targets in its sensing range, where 1 <7 < N. Suppose
the N sensing circles of these nodes divide the whole area
nto M non-overlapping subareas. Each subarea, My, where
1 < k< M, may belong to one or more circles. As a result,
each circle is the union of a subset of all these subareas. We
say My < C; if My is within the subset of the iy, circle .
If we further use N{M) to denote the number of distinet
targets in subarca My, we will have the following equation:

i =N(C)= Y N(M). @

My

Since the subareas are non-overlapping, the total number of
distinet targets detected by the N sensor nodes (denoted as
Ty will be equal to the sum of the number of targets in each
subarea, which can be computed by the following equation:

M
=3 N(Mp).
k=1

N
r=N(Jc) 3)
i=1

The objective of this work is to find the probability mass
function (pmf) of the total target count 7 in Equation
(3}, given the individual counts »; from all nodes, with
low computation complexity. Particularly, the probability
that the total number of distinct targets equals to t given the
count information can be expressed as

P(T = t|N(C1) =m ,N(Cg) =N, ,:N'(CN) = RN). (4)

Coey

B ] T Cz2
a) Two-Target Case b) One-Target Case

Figure 1. A simple example:Two-Circle Case

We start with a simple example as shown in Figure (1).
Twao sensor nodes vy and vo whose sensing circles are ()
and (3 divide the whole region into three subareas: My,
M> and M5. Suppose both of sensor nodes detect one tar-
gel, there are two possible scenarios as shown in Figure(la)
and Figure(1h). The objective is to calculate the probabil-
ity that there are in total two (or one) distinet targets in
this area, respectively. For simplicity, we define notation
< iy iig, iy = as the joint probability that My has sy tar-
gels, M> has miy largets and M3 has ms targets. An example
is shown as follows:

< 1,0,1 == P(N(My) = DP(N(M:) = PN = 1), (5)

Using the definition of conditional probability, from (2),
(3) and (4), we get,
P(T =2/N(C1) =1,N(C2) =1)
P(T =2,N(Cy) = 1,N(Cy) = 1)
P(N(Cy = 1,N((h) =1)
PON(My) = 1,N(M3) = O,N(M3) = 1)
E,f,_“P{'N(Ml} =1—k,N(My) =k, NM3)=1—k)
<1,0,1>
z’!“—tl <1 k;ksl
<1,0,1>
<1,0,1 > +<0,1,0>"
The penultimate equality holds because My, M> and M3
are non-overlapping subareas and the numbers of targets
in these subareas are independent random variables. Since
cach term in Equation (6) can be computed using Equation
(1), we can finally compute the probability for any given £
and thus compute the conditional pmf of the total number
of distinet targets.

Noting that all the terms in the denominator of Hquation
(6) (< 1,0,1 > and < 0,1,0 =) are the probability of pos-
sible solutions that satisfy the count condition of all circles
{N(C1) = 1,N(C2) = 1) while the numerator (< 1,0,1 >)
is the probability of the only solution that satisfies both the
count condition and the total number of distinet targets con-
dition (N(Cy) = 1, N(Cy) = 1, T = 2). Similarly, we can de-
rive the equation for a more general case, 1.e., for a region
that has been divided into M subareas by N sensor nodes,
Equation (4) can be computed as

P(T = tN(Cy) = ni,N(C2) =, - ,N(Cy) = )
P(T f,N(C1) n ,j\"(CQ) Ny, ,N(CN) HN)
P('N(('_.'l) = I’Il,}\f{(ﬁg_) =Ty, ,N((N) = ﬂ,\r)
E{”“L}C(“‘ﬂ“) < i) ,m’z, v ,??‘KM =
}_:{mk}eﬂ <M, M

k=

©)

7

where < miy,ma, - iy > is defined similarly as before,
but extended to a more general case, {my } denotes the set of
{my,ma,- - mag}, [} € A means for each term in the de-
nominator, the corresponding {my } satisfies the count con-
dition of the N circles so that it is a solution to a set of
equations A defined as follows:

Mo My =
Zapcc, M = N2
: (8)

X ooy e = N

NMp)=mp20¥1<k<M

Also, for each term in the numerator, the corresponding

{m}} satisfies both the count condition and the total number

condition. As aresult, each {m’k} is a solution to both A and

B where A is defined in Equation (8) and £ is defined as
follows:

Bomybmat o foamyy =t

&)



Algorithimm 1 Enumeration Algorithm

Input: G and C;
Output: pmj of total target counts T
1: for k=110 M do

U B(my) = max{n;} where My C C;

. emd for

: D 0,N(t) « 0,¥ possible t

. for every possible sy, mz, - iy do

il my,mz,- - g s a valid solution to A then
d < TI{L, P(N(My) — my)
D Dtd, togm =X my

- N(f.;m) = N(f.tr.rm) t d

9 end if

: end for

N(1)

: P('f'=f|(.',' =?I,') = JD'

Ho W e

Complexity Analysis

In order to determine the conditional pmf of the total
number of distinet targets T, we need to compute the prob-
ability in Equation (7) for every possible value of f. Several
interesting observations can be captured from Equation (7).
First, the numerator is actually a subset of the denominator
for a particular value of £, All these subsets are disjoint and
sum to the denominator, which 1s consistent with the fact
that all the values of the probability mass function sum up to
1. Second, in order to compute the denominator, we need to
solve the equations of A and try to find all the solutions. As
a result, the complexity of computing the probahility for a
single value of f is exactly the same as computing the whole
probability mass function since we need to find all the so-
lutions to A anyway. Third, since all the variables in A are
non-negative integers, we have to exhaustively list all the
solutions of A. Based on these observations, we develop an
algorithm using an exhaustive enumeration-based method
to compute Equation (7) as shown in Algorithm (1).

The complexity of finding the conditional pmf using Al-
gorithm (1) can be computed as

M
fi = O([TUB(m))

=1

(10)

where [/ B(my) is defined as the maximum possible number
of targets in subarea My and can be computed as

U7 B(my) = max{n;} where My < Ci. (11
Obviously, f1 is an exponential function of M. Remember
M is the number of non-overlapping subareas divided by the
N circles. As aresult, M would be much greater than N. For
example, even in a linear network where sensor nodes are
uniformly deployed, M is almost twice of N. Exponential
complexity makes it prohibitive for Algorithm (1) to obtain
an accurate count in large-scale sensor networks, using a
reasonable amount of time.

Colss

Figure 2. An Example of Natural Partitioning
Case

5 Partitioning Design

In the previous section, we have concluded that a large
M value makes the computation time intolerahle, which also
indicates that reducing M can significantly reduce compu-
tation complexity. Figure (2) shows that N circles belong to
two digjoint groups G and G at initial deployment time.
We note this deployment rarely happens in a dense net-
work, however, we use this example to show the power of
partitioning in reducing complexity. Suppose the numbers
of subarcas in Gy and G» are Mg, and Mg, , respectively.
Since Gy and G2 are disjoint, the total numbers of distinct
targets in Gy and G (denoted by 1} and 13) are indepen-
dent random variables. As a result, we can compute the
pmf of 11 and 13 separately and then combine the two func-
tions to compute the pmyf of T which is equal to the sum
of these two independent random variables: T =17 + T3,
The method used to combine two independent distributions
can be found in textbooks [21] and will not be discussed.
[ere we are interested in how much complexity can be re-
duced by partitioning. It's clear that the complexity of the
combination process is the product of the sizes of the sam-
ple space of G;; and ;. This value is negligible compared
to the complexity of the enumeration process. Thus, the
total complexity of this method can be computed in Equa-
tion (12).

My My4+M;
L=0(lWBm)+ [ (UBm)). (12
k=1 k=Mi+1

If the values of M; and M» are similar in (5} and (s,
/2 is much less than f7, especially when M is large. Let's
compare f3 with fj using the example shown in Figure (2).
Suppose all sensors detect n targets for simplicity, If we
compute the conditional pmf using Equation (7) directly,
the cost is O(n*?). If we compute the pmf for Gy and G2
separately and then combine them to get the total, the com-
plexity according to Equation (12) is O(n'!). Generically,
if multiple disjoint groups exist in the area and the max-
imum size of each group G; is bounded, the computation
complexity is:
MAX
fs=0M [T UB(my)) (13)
k=1

where MAX is the maximum number of subareas of each



group. It’s obvious that the f3 is a polynomial function of
M.

5.1 Deleting Zero Count Circles

In the previous section, we have shown that disjoint
groups reduce the complexity significantly, However, given
a space covered by sensor nodes, it's not always the case
that the circles are disjoint.  Therefore, it is necessary to
partition the nodes into groups as well as compensate for
the loss of accuracy caused by partitioning.

Recall that < my,ma,m3; > is defined as the probabil-
ity that My has m targets, M2 has m2 targets and M5 has
my targets. Since N(My)s are all independent due 1o the
fact that Mys are non-overlapping, the decomposability of
< my,mz,m3 > can be easily derived from Equation (5) as
follows:

< myp,ma.ms =
< My, M,k < F, 8, N3 >

(14)

where the symbol “*” means the number within the corre-
sponding subarea can be any value. Based on this property,
the effect of eliminating a zero-count node can be studied.

Suppose node vy, whose sensing circle is Cy as shown in
Figure (3), detects zero targets, which means n; = 0. IU's
possible that there still exist other zero-count circles be-
sides vy but they would not affect the discussion here. From
Equation (2) we have

n = Z my, =10

MGy

T, E R > E N0,k Sk R MY >

(15)

Suppose there are z subareas in €. (z = 5 in the exam-
ple shown in Figure (3)). For simplicity, these subareas are

named as iy, mz,- -+ ,m.. Equation (15) then becomes

n = 2’”& =0.
k=1

Note that Equation(16) is also an equation in A. Since all
the mys are nonnegative, all the solutions o A satisfy the
condition that my = 0,%1 < k < z, which can be easily in-
terpreted as the number of targets in any subarea within cir-
cle Cy should be zero. Based on this, Equation (7) can be
further rewritten as

P(T =t|N(Cy) = ny,--

(16)

N(Cw) = ny)

! ' !
_ Z{af)eans) < My My, iy >
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Figure 4. The Corresponding G(V, E) of Figure
@3)

The last equality holds because < 0,---,0 = is a constant
value which can be computed using Equation(1) and hence
is canceled out in the function.

From Equation(17) we can conclude that deleting a zero-
count node does not cause any loss of accuracy since the
result in Equation (17} is the same as the computation in a
similar network where C) is excluded. As a result, given
a number of sensor nodes, the zero-count circles can be
deleted first before computation. There are two major ben-
efits from doing this. Firstly, by deleting the zero-count cir-
cles the number of subareas is reduced. Reducing M further
reduces the complexity as we have discussed before. Sec-
ondly, the whole graph can sometimes be partitioned into
groups by deleting these circles, especially when there are
several zero-count circles. If the circles can be divided into
groups that are not overlapping with each other as G and
G shown in Figure (3), the complexity can be significantly
reduced.

5.2 Partition with Balanced Minimal
Cuts

In the previous section, we have shown that deleting a
zero-count node simplifies the computation without losing
accuracy. In this subsection we describe how to divide
a sensor network into several balanced groups, each with
bounded number of subareas, while incurring minimal loss
of accuracy. Our solution is based on observation that we
have less uncertainty in number of counts, if 1) the size
of the overlapping area between different groups is small,
and/or 2) the number of targets in the overlapping area is
small.

With the consideration of the complexity of cutting and
future compensation algorithm, our partition algorithm is
recursive and pairwise optimal. The network is firstly di-



vided into two groups, one of which has a bounded number
of subareas. If the size of the other group is still out of
range, the partitioning algorithm is applied again until all
groups have bounded number of subareas and their pm fs
can be computed separately. The algorithm is described in
more detail in the next few subsections.

5.2.1  Oprimizarion Objectives

Based on the layout of overlapping areas, a sensor net-
work can be modeled into a topology G(V.E), where V is
the set of the N sensor nodes vy, vy, -+, vy and edge e;; ex-
ists between node v; and v if and only if the sensing arcas of
the two nodes v; and v; overlap with each other. The weight
of the edge ¢;; is decided by both the size of overlapping
area and the count values of nodes v; and v;. Formally,

[W(rs;jninj) CNC#0

e (18)
10 CNCi=0

€ij=¢€j
where rsj; is the percentage that the overlapping area be-
tween circles £ and j out of the total area of cirele 7 and cirele
J» Wis an increasing function of rs;;, n; and nj, respectively.
A good example of W is W {rsij,ni,nz) = rs;j % (n; +nj).
Figure (4) shows the corresponding G(V,E) of the sensor
network in Figure (3).

If we partition & into two subgroups G and Ga, we can
define the objective function fup; as the sum of the weights
of all the edges cut by the partition. More precisely, fon;
can be expressed by the following equation:

fobj= Z €jj.
ey
v;eG;

(19)

The objective is to find a partition that minimizes fop ;.

5.2.2  Partition Algorithm

We develop a partition algorithm based on the Fiduccia-
Mattheyses (FM) Algorithm [22]. For a given graph, the
goal is to find a partition that divides the circles into two
groups and minimizes f.,; as described before. We bound
the size of the first group G so that the pmf of T} can be
computed directly. We apply the partitioning algorithm to
G recursively, until the size of Gz is small enough and we
can compute the paif of T3 directly as well.

We name the objective function fun; as the cutting size
since 1t denotes the total weight of cutfing edges by a par-
tition, The size of G should always be smaller than the
maximuim size such that the pmf of T; can be computed di-
rectly. The size of each group should also be greater than
a minimum size in order to maintain the accuracy of count-
ing. These requirements on the size of the two groups are
termed as the balance requirements (BR). The goal of our
algorithm is to find a partition that has the minimum cutting
size while satisfving the balance requirements.

As shown in Figure (5), the partition algorithm consists
of several iterations, called passes. Each pass has several
steps. In each step, a vertex that has the best gain is selected
and moved to the other group. The gain of a verlex repre-
sents how much the cutting size can be reduced by moving

A
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v,y
Vo +
o —
T Q\g}
3 [}
ER: ¥y vy Locked: vy

Cuting Size: 1. Gain:
Step 4

Eg‘ A J:)V; Jé) V1®_ _:G';’ - I'_ =€)‘::
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Figure 5. An Example of Partition Algorithm

this vertex to the other group. A vertex can be only moved
once in a single pass and BR should always be satisfied. A
single pass process stops when all vertices have been moved
once or moving any unmoved vertex violates BR. Then the
best partition (the one has the minimum cutting size) dur-
ing the whole pass is selected as the starting partition of the
next pass process.

An example of how the first pass works in a simple net-
work is shown in Figure (5).

e Step 1: Initially, the vertices are divided into two
aroups randomly as shown in Figure (5) where vy, v
belongs to one group and vz, v and vs belong to the
other. This is the starting partition. Before performing
any moving, the gain of each vertex is computed. Sup-
pose all the edges in the figure have an equal weight of
1. Then for vertex vs, the gain of moving it to the other
group is 1 since the cutting size changes from 2 to 1.
The gain of all the other vertices can also be computed
in this way. We use (0, 0, 1, -2, -1) to denote the gain
of the vertices vy, v2,v3,vq, vs. Suppose the BR in this
example requires the size of each group should be no
less than 2. Due to this requirement, vy and vz can not
be moved since it violates BR. Based on these abser-
vations, v is selected to move to the other group since
it has the best gain. It is also marked as locked after it
is moved. A locked vertex can not be moved any more
in the following steps during the current pass process.

o Step 2: In step 2, the gain of each vertex is updated.
V4, ¥s can not be moved in this step due to the balance
requirement although v4 has the best gain. v3 can not
be moved either since it has been locked. As a result,
vs is selected to move to the other group although its



Algorithm 2 Partitioning Algorithm

Input: G and C;
Output: Partition Py, : {G,Ga}

1 Poig - {G1,G2}  Yerandom initial partition
2: {V} « all vertices in G or G

3 repeat

4 index « O; Poyy = Pyow

5 repeat

3 Compute the gain for all the vertices in V
7 v« An unlocked vertex satisfies BR and has the

maximum gain

8 if ve Gy then

9: Gy oGy — v, Gy o~ Ga v
10: else

11: Gy e Gy +v,Ga o Ga—v
12: end if{record partition for each step}

13 Pogve|index+ +| — {G1,G1}

14: until no vertices in V can be moved

150 Pyav +— A minimuim cutting partition in Pygye
16: Unlock all vertices

17: until £y Prow

gainis negative, i.e., moving vz makes the result worse,

e Other Steps: Similar process continues until Step 6
when all vertices are locked.

¢ Selection and Unlock: The partition in Step 2 is se-
lected as the starting partition of next pass process
since it has the smallest cutting size. All vertices are
unlocked, ready for next pass.

A pass, which includes the above steps, repeats itself un-
til there is no positive gain from moving any more, i.e., the
partition selected at the end of a pass is the same as its slart-
ing partition at the beginning of this pass. Then this parti-
tion is the final partition of the algorithm.

In the example shown in Figure (5}, the output of the sec-
ond pass process is the same as its starting partition which
is the partition in Step 2 in the figure. This partition is the
final result. The whole process of the algorithm is shown in
Algorithm (2). The complexity of this algorithm is O(n?).

6 Accuracy Compensation

In Section 5, we described how we can partition using
minimal cutting. We can reduce the computational com-
plexity to a certain level by setting the maximal size of each
subgraph to a threshold MAX, However, partitioning leads
to loss of accuracy. In this section, we propose two methods
to compensate for the loss of accuracy caused by partition-
ing.

We start with an example shown in Figure (6). In this
figure, there are 10 circles in total. Suppose there is no
zero count circle as in this example. Using the partition-
ing algorithm described in Section 5, we can identify the
best place of the first partitioning should be between €y and
(s, where there is only one overlapping subarea denoted as

Figure 6. An Example of Partitioning

My as shown in the figure. Then the whole graph will be
divided into two groups with the six circles on the left be-
longing to Gy and the four circles on the right belonging to
Ga.

We can compute the pmyf of the total number of distinet
targets for () and G (denoted as T} and 13) separately. If
we estimate the final pmyf by simply combining the pmyf of
Ti and 75 assuming that they are independent, there would
be two main factors making the result inaccurate.

1. 11 and T3 are actually dependent since the two groups
have an overlapping subarea M.

2. The targets in subarea M) are counted twice since they

belong to both Gy and Gs. _
We propose two methods to compensate for the errors

caused by these two factors. The first method compensates
for errors by deducting the pmyf counts in the overlapping
area, called Partitioning Compensation Minus (P.C.Minus).
The second method compensates by adding the pmf counts
in the overlapping area, called Partitioning Compensation
Plus (P.C.Plus). P.C.Minus is simple and efficient for com-
plex topologies and extremely large-scale, while P.C.Plus
achieves high accuracy with more overhead.

6.1 Partition Compensation Minus

A major factor that will cause the result to be inaccurate
is that the targets in the overlapping area of the two groups
have been counted twice. In order to eliminate such an error,
we need to estimate the number of targets in the overlapping
area and then subtract them from the final result.

As discussed in Section (4), the cost of computing the
true pmf of the number of targets in the overlapping area
(denoted as 1;) 18 no less than the cost of computing the
pmf of the total number of targets within the whole net-
work. We only include a certain number of circles in the
computation of 1;; in PC.Minus. As shown in Figure (0),
we can only include ¢ and (5 in the computation of the
pmf of T,;. We can also include Cs, Gy and other circles
in the computation. The more circles that are included, the
more accurate the result is and the more computation over-
head. However, if we include circles that are too far away
from the overlapping area, the computation cost increases
much faster than the accuracy we gain. This is because the
further circles are away from each other, the less correlated
they are. The number of subareas included in the compu-
tation of T; should also be no greater than MAX which is



Algorithm 3 Minus

(P.C.Minus)
Input: Gy, G2, M,
Output: pmf of total target counts T
1: {C;} + minimum set of circles cover all overlapping
subareas of Gy and G-
2 My« sizeof {Ci}
if My < MAX then
Cy «— the nearest circle from overlapping subareas
My — sizeof ({C;Y+Cp)
while M, < MAX do
Cy—{CY+c,
end while
: else
compute T,; by future partitioning
: end if
: Compute the pmf of Ty directly
. Compute the pmf of T3 directly or by future partitioning
- Compute the final pmf of T
where ' =11+ 1 -1,

Partitioning  Compensation

SO

— e
BEpRDe oo

defined as the group size. In a small-scale network, this
requirement can be satisfied since the size of overlapping
subareas is usually small. However, in a large-scale com-
plex network, more circles are clustered and more subareas
will be included in a partition. The number of circles that
are included in the computation of T;; would be large. In
this case, future partitioning would be needed and the pmyf
of Tp; will be computed recursively as the pmyf” of 7. Based
on these analyses, we develop the algorithm of P.C. Minus
as shown in Algorithm (3). In essence, it first obtains the
pmf of T, Tz, T; of Gy, Gz and M respectively. The pmif
of total count T is calculated as T = 1 + T2 — Tiyp.

6.2 Partition Compensation Plus

The P.C.Minus algorithm reduces the duplicate count in
the overlapping area and gives a certain level of compensa-
tion to the final result. However, it doesn’t solve the prob-
lem that T} and 73 are not independent. Moreover, 15 is
also not independent with 77 and 13. In order to improve
accuracy further, we develop the P.C.Plus method in this
section.

We start with a simple assumption that both of € and
(> have detected one target. The number of targets in the
overlapping subarea M) will have only two possibilities:
N(M;p) = Oand N(My) — 1.

We define €] = C) —M; and & = Ca — M. €} and )
are both partial circles excluding the overlapping subarea
M,. Tor a fixed N(M;) = m, the count information of C‘i
and & can be derived from the following equations:

N(CY) = N(Cr) — N(My)
N(CGy) = N(C2) - N(My). (20)
We further define G} = G, — M; and G} = G2 — M,

where G} and G4 are disjoint as shown in Figure (7) and the

Figure 7. P.C.Plus Method

Algorithm 4 Partition Compensation Plus (P.C. Plus)

Input: Gy, G2, My
Qutput: pmf of total target counts I°

1: G =Gy — My — M My,
Gy =Gy—M —My— - =M,
2: Compute the pmf of {N(M,), -, N(M)}
3 for each {my, - ,my} do
4 Update count information for the remainder of

overlapping circles
. end for
. Compute the pmf of T} and T
. Compute the pmf of T(my, - )
where T(ny,- - ) = T] +Ta+ oy + -+ g
8: Compute the final pmif:
T = ErNG) = my - N(Me) = my) x Tl my)

=1 o

corresponding 7y and 73 are independent. We use 17 (m,)
and 13(m;) to denote the counts in ) and G5, respectively,
under the condition that there are m; targets within M. The
pmf of T) (my ) and T3 (my ) are computed for each particular
ny, using the count and size information of €}, 5. Simi-
larly, T () denoles the total count under the condition that
there are m targets within M. Finally, 7" can be expressed
as follows:

T P(N(My) = 0)(T{ (0) + T(0) +0)

+P(N(My) = 1)(T{ (1) + T3(1) + 1)

where P(N(M ) — m ) denotes the probability that there are
m targets in subarea M;. From Equation (21) we could see
that if we find the pmf of N(M;) we can compute the final
pmf of T by enumerating all the possible nny values, com-
puting the pmyf of T{ (s ) and T} (nm ) for each sy and then
combining them with different weights P(N(M|) = m).

In the general case when there are k overlapping subar-
eas My, M2, --- My, the process is quite similar. The pmf of
{N(M),N(Mz), -, N(M)} is computed first. Then, for a
particular value {N(My) = m1, N(M2) = mz,- - [ N(My) =
my}, the count information of the overlapping circles
are updated. T(my,---,myg) can then be computed by
simply combining the two independent random variables
T (my, - ,my) and T (my, - ,my) plus the sum of {my}.
The pmf of T can be computed as the sum of these
T(my,- - ,my) values with different weight. The algorithm
for the general case is shown as Algorithm (4);

(21)



It’s not difficult to find that the P.C.Plus method has elim-
inated error caused by both of the two factors. The only
inaccuracy comes from the estimation of the pmf of over-
lapping subareas. If we compute the pmyf accurately, the
complexity will be no less than the corplexity of comput-
ing the final distribution. Like in PCMinus, only a sub-
set of circles are included in the computation of the puyf of
INMD, - N(M

Since the only error comes from the estimation of the
pmf of the overlapping area, we can adjust the level of ac-
curacy by increasing the number of circles in the computa-
tion, regardiess of the maximum size of cach group. The
complexity also increases as the required Jevel of accuracy
becomes higher and higher. In the extreme case, when all
circles are included to compute the pmy, there would be no
loss of acenracy, however also no savings of computation.
I practice the maximum size is still fixed to MAX in any
pf computation.

The PC.Plus algorithm works well when the topology
is simple and the intensity A is small, i.e., there are not
too many overlapping subareas and the numbers of targets
within most circles are small. Otherwise the complexity
will be too high because we need to compute 77 and 73 mul-
tiple times for every possible value of my, mo, - ,mg. The
times we repeat on computing the prf of the same block
ig exponential with respect fo the number of overlapping
subareas. it is also exponential with respect to the average
of mp. As a resull, the complexity is oo high when the
topology is complex and when A is large although we have
already reduced the complexity to a polynomial function of
M. However, P.C.Plus is a very good algorithm when used
in a network with simple topology and moderate intensity
as shown in the evaluation.

7 Evaluation

In this section we compare the performance of each al-
gorithun in terms of both accuracy and computation over-
head in different scales of networks consisting of 10 to 1000
nodes. If not specitied, the nodes are randomly generated
inte a 2D unlimited space. Targets are alse randomly gener-
ated with equal probability everywhere. We run all the sim-
ulations using Matlab on a computer with an Intel 2.13GHz
Core2Duo processor. In subsections (7.1), (7.2) and (7.3)
we assume that the infensity A iz already given in order
to compare the accuracy of computation atfected only by
choosing a different algorithm. In (7.4) we show simula-
tion results using an estimated A instead of the real one. In
(7.5) we smdy the scenario when target distribution is not
uniform.

7.1 On Small-Scale Networks

In this experiment, we compare the performance of dif-
ferent algorithms in small-scale networks, where ten sensor
nodes are overlapped with each other with a total number
of subareas M = 20. The area of each sensing circle is set

to @ units and the total coverage of these ten sensor nodes is
53 units. The true number of distinct targets in the region is
12 which corresponds to A = 0.2, The reason that we study
this small-scale scenario is to compare the pmf estimated by
each algorithm with the true paff divectly, which is impos-
sible in large-scale networks since the true pugf of Bquation
(7) is always too complex to compute.

Figure (8) shows a typical example of the pmfs with
the ground-truth count of 12, using four different meth-
ads: Direct Computation (D.C.) which corresponds to (1)
the True pmf in the figure, (ii) Partition Method with PC.
Plus, (iii)Partition Method with PC. Minus and (v) Parti-
tion Method without any compensation at all (P.O.).

Compared with the True pmf in Flgure (8), PC. Plus
gives the most accurate result that the psif it computes is
almost the same as the True pay. P.C. Minus is less accu-
rate than P.C. Plus, but is still a good estimation. The psf
computed by PO has a horizontal shift of about 2 due to the
fact that the targets within the overlapping area have been
counted twice. If we simply estimate the number of targets
by adding the numbers reported by each node, we will get
17, which is worse than any of these methods.

We run similar simulations 200 times. In each simula-
tion, A is fixed to 0.2 and targets are randomly regenerated to
make the count information different. The expected valnes
of T (denoted as E{T)} are calenlated from the pmf com-
puted by the four methods. The average absolute ervor of
E(T) is compared in Figure (9, Note that the true expected
value of 7' in each simulation is around 12, from which we
can see the accuracy of PC.Minus with a relative error of
about 0.8% and PC.Plus with a relative error of 0.3%.

Figure (10} shows the average runtime comparison {in
log scale) between P.C.Plus, PC.Minus and direct compu-
tation for various As from 6.07 1o 021, We dor’t inelude
PO in the comparison here, becanse the complexity of PO.
is almost the same as that of P.C. Minus. From Figure (10),
we can see when A ~2 0.2, the runtime of P.C. Plus and BC.
Mirus are less than 1% of the rntime of direct computa-
tion. Compared with the results shown in Figure (8) and
Figure (9) we can conclude that P.C. Plus is the best choice
in small-scale network.

7.2 On Large-Scale Linear Networks

We place 100 nodes Hnearly. We study Hnear networks
in order to compare the performance of both P.C . Plus and
P.C Mimus, which is similar to the reason we study small-
scale networks, The size of each sensing circle is still set to
9 and the fotal coverage is aronnd 600. We vary & from 0.01
to 0.2 (The expected number of targets in the region varies
from 10 to 130). Since this is a large-scale network where
M is around 200, the True paif is no longer available, Asa
result, the average expected value of T is compared in the
evaluation.

For each A, a fixed number of targets are generated ran-
domly, Three partition methods (PC. Plus, PC. Minus and
PO are used to compute the pay of T Then E(T) is cal-
calated and recorded. We run similar simulations 200 times



The Probabilty Mass Function of the Total Number of Distirct Targets T

Average Abschuaie Errer in Smal-Scale Network

Aversge Funtime in Smel-Seale Metwerk

sl e
o8
naf e
a7
2 Eoi
& @
E =
B 02p =
£ gna
016p ¥
Toa
01 &

b 12 14 T

Numbér of Targets I}-'I! Fiug
Figure 8. The pmf of a

Small-Scale Network Count Error

Figure 9. Average Expected

Average RUrarn in Large-Scale Lingar Hatwark

Average Rutree | Secords

2 3
PC Mg FO

Figure 10. Average Runtime
vs. A

Funtime of ¢ Minus in Large=Scale Linar Networi

AunragE EXDOGIAg VAl of T in Largo -5k Lines Network

1o
180 '
140f 8
[=RH S 3
&
. 2.0
E 100 H w
g
= wf )
sl — T LT
[ XY
iy & PO Mns
-
B ——uE .
092 oM 0W 008 01 02 014 ot8 018 (I I TR TF]
Figure 11. Average Ex-

pected Count vs. A VS, A

for each A and compare the average of E(T) with the true
number of targets generated in the simulation.

Figure (11) shows the comparison of average £(T) com-
puted by each algorithm. It also shows the estimation by
the naive method of simply adding up all the count infor-
mation which corresponds to the “UB" in the figure. From
the figure we can see that in terms of average expected value
of T, both P.C. Plus and P.C. Minus give a very good esti-
mation while P.O. has a higher expected value as expected.
However, PO, is still much better than the naive method.

Figure (12) shows the comparison of average runtime of
P.C. Plus and P.C. Minus, Again P.0. is not included in the
figure since it almost has the same runtime as P.C. Minus,
From the figure we can see that as the intensity A increases,
P.C. Plus has a greater increase in runtime since it suffers
too much from repeatedly computing the pmf of the same
block. The runtime of P.C. Minus also increases when A
increases, but much slowly than P.C. Plus. From these ob-
servations we conclude that in large-scale linear networks,
P.C. Plus is a good choice when A is moderate while P.C.
Minus is the best choice when & is large.

Figure (13) shows the runtime of P.C. Minus for net-
works consisting of different numbers of sensor nodes from
100 to 1000 when A is fixed to 0.1, From the figure we can
see as the number of sensor nodes increases, the runtime of
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P.C Minus increases linearly.
7.3

On 2-Dimensional Large-Scale Nel-
works

We place 100 nodes randomly in a 2-Dimensional area.
Since the topology this time is too complex, P.C. Plus is too
complex to use since it needs too many iterations. As a re-
sult, only the performance of P.C. Minus and P.O. are com-
pared here, using similar simulations as described in (7.2).
Figure (14) shows the comparison of average F(1') when &
varies from 0.01 to 0.25. It also shows the estimation of the
naive method UB. From the figure we can see that P.C. Mi-
nus gives a very good estimation in terms of expected value
of T. P.O. gives a higher expected value as expected, but
the estimation is still better than UB.

7.4 Impact of Estimated A

In (7.1}, (7.2) and (7.3) we use a given inlensity A in the
simulation in order to compare the performance of each al-
gorithm., However, the intensity information is sometimes
not available. As a result, A should be estimated using just

the count information. One way to estimate A is (o sum all
the count information and then divide by the total arca of the

1000
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sensing circles, assuming that they are not overlapping. For

example, in the small scale network in (7.1), if the count in-

formation is {1,1,1,3,5,2,1,2,1,0} and the size of each circle
1

is 9, & can be estimated as A ﬁ,

We repeat the simulation in (7.1) using estimated A in
P.C. Plus, P.C. Minus and P.O. while keeping an actual A
in the direct computation to obtain the result of the True
pmyf. Figure (15) shows the pmf computation result in the
same scenario as in (7.1), where the count information is
{1,1,1,3,5,2,1,2,1,0} and the true number of target is 12.
Comparing Figure (15) with Figure (8) we can see the pmf
computed by the three algorithms are slightly changed, but
P.C.Plus and P.C.Minus are still good approximations.

Figure (16) shows the average absolute error of the ex-
pected value of T in small-scale network. From the figure
we can see the average absolute error increases when esti-
mated A is not so accurate. However, the difference is negli-
gible due to the fact that E(T') is around 12 and the relative
error is extremely small especially for P.C. Plus and P.C.
Minus.

Figure (17) shows the absolute error of £(T) computed
using an estimated A with E(T) computed using true 2 in
large-scale linear network., From the figure we can see
P.C.Plus is the most robust when A is inaccurate. The abso-

AvtragE R

Figure 18. Expected Count with Non-
uniform Distribution

lute error caused by the inaccuracy of A only causes a very
small difference of E(T") which is negligible due to the fact
that £(7) is large according to Figure (11) and the relative
error is extremely small.

Based on all comparisons we conclude that our algo-
rithimn can be easily applied to the real scenarios when the
intensity information of A is not available.

7.5 Impact of Non-Uniform Distribution

In previous evaluation we have shown that the P.C. Plus
and P.C.Minus can approximate the pmyf of T very well, un-
der the assumption that the targets are uniformly distributed.
However, it’s not always the case that the targets are uni-
formly distributed with the same intensity A everywhere.
In this subsection we study the case that targels are non-
uniformly distributed, i.e., A in each subarea can be differ-
ent. Again an estimated A is used in the computation of each
algorithm.

We study large-scale linear networks to compare the per-
formance of all three partition methods. We divide the 100-
node linear network inte 10 different sub-networks each of
which has a random intensity A value when we distribute
targets. In the simulation, A is estimated using the same
technique as in (7.4). Figure (18) shows the simulation re-



sults of average £{7T) in this scenario. From the figure we
catt see in terms of average expected value of T, PC.Plus
and PC.Minus are both robust to change ol distribution
models.

8 Conclusion

The double-counting problem has been sufficiently ad-
dressed in the context of communication, however, to
our knowledge, there is no existing solution for double-
counting problem in sensing. This paper presents an effi-
cient and accurate method 1o estimate the number of targets
within a monitored area with duplicate counts among adja-
cent 8ensors.

Using a partition method, we significantly reduce the
computation complexity of calculating the probability mass
function of total counts. Using several compensation meth-
ods, we improve the accuracy with adjustable computa-
tional overhead. This work is theoretical in nature, how-
ever, it can be practically applied since most sensor systems
do not require precise counts, but reasonable accurate es-
timations. As a result, statistical counting 1s a viable ap-
proach. To inspect whether our solution is practical with
respect to several assumptions we make, we evaluate the de-
sign with estimated A values as well as non-uniform distri-
butions. Results reveal the accuracy of slatistical counting
degrades slightly when the true A is unknown and targets
are non-uniformly distributed. Through extensive simula-
tion over various kinds of network settings, we demonstrate
that accurate statistical counting within 1 ~ 3% relative er-
ror can be obtained with orders of magnitude reduction in
computation, compared with the exhaustive erumeration-
based approach. Without loss of generality, we use Polsson
distribution as a concrete example, we believe the ideas of
partition with balanced minimal culs and accuracy compen-
sation are applicable to other target distributions as well.
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Abstraci—Wi-Fi-based mesh networks have been considered
as a viable option to provide wireless coverage for a vast area,
such as community-wide or city-wide. However, interference due
to multihop transmissions and potential isolated (disconnected)
nodes are the major obstacles to achieve high performance.
In this paper, we propose a heterogeneous wireless network
archilecture, consisting of Wi-Fi and WIMAX, lo overcome
these limitations. We first constroct an optimization problem to
analyze the benefifs of heterogeneous networks, Then, we design
a practical protoeol to efficienily combine the resources of Wi-
Fi and WIMAX networks. The evaluations show that our new
scheme greatly improves the sysiem performance in lerms of
throughput and fairness.

I INTRODUCTION

! Originally developed for Local Area Networks, Wi-Fi

tectmology has become a viable choice in a metro-scale mesh
network, Using porfals (A portal is a wireless node that also
has a wired connection and acts as a gateway between the
mesh networks and the wide-area Internet.) that are connected
directly to the Internet, mesh networks of large size could
forward customer traffic to the Intermet and vice-versa through
multihop transmissions (usnally within four hops [1]). Mesh
networks could provide universal wireless access to the In-
ternet or peers in a reasonably large area in a cost-effective
manner. In addition, many existing access points (APs) in big
cities, such as Wew York and San Francisco, can further reduce
the expense and facilitate the construction of city-wide mesh
networks.

The major cobstacles of large Wi-Fi mesh network include
Iow capacity, limited system performance, and the uncertainty
of mesh topologies and wireless link quality. Possible reasons
for those problems inside large mesh networks are listed
as follows. First, multihop transmission is onc of the major
reasons that limit the system performance. Since not all mesh
nodes have direct connection to their final destinations, mul-
tihop transmissions are inevitable. However, the performance
of multihop transmission decreases quickly as the number of
hops increases. Packets that traverse through more hops either
have little opportunity to reach the destination, or consume too
much network resource, both of which decrease the system
capacity and increase delay and congestion. Second, to take
advantage of existing APs to construct a wide-area mesh
network, the network topology is not always under control.

!This wark was supported in part by National Science Foundation (CNS
0709264, CNS-0448613, CNS-0520126), Intel Corporation (Intel gift grant),
Army Research Office (WOTINE-07-1-6318), and UC MICRO program.
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Due to network topology and link or node failures, some
mesh nodes (known as isfand nodes) may fail to find available
paths to the portals. Depending on specific topologies and
failure probabilities, the proportion of island nodes may not be
negligible. Third, i large mesh networks, centralized MAC-
layer schemes, giobal link transmission scheduling, or syn-
chronization are not practical. Therefore, hidden terminals [23,
24] could cause collisions and further reduce the capacity.
Fourth, because of the tratfic dynamics, Wi-Fi mesh network
is prone to network congestions and congested links negatively
influence the performance of mesh networks.

All of these drawbacks come from the network architec-
ture itself instead of specific protocols or algorithms. This
motivates us to improve the network structure to alleviate
the inherert limits of Wi-Fi mesh networks. In this paper
we discuss a heterogeneous wireless network architecture
consisting of Wi-Fi and WiMAX.

A, Motivation for Hybrid Wi-F/WIMAX Networks

WIMAZX was originally designed for point-to-point broad-
band wireless transmission over long distance, and operated
at 5 GHz, which reguires line-of-sight transmission. Recently,
with the quick development of WiMAX techuology and addi-
tional spectrum availability (2.3, 2.5, 3.5, 3.7 and 5 GHz [2,
3]), it can support both cutdoor and indoor, as well as both
fixed and mobile scenarios.

However, large-scale wide-area meshes may not be efficient
and cost-effective if we use only WIMAX. First and most
importantly, although the large coverage of WiMAX reduces
the number of wireless hops in the network, it cannot support
good spatial-reuse of spectrum: while Wi-Fi has been proven
to be a good solution. Second, WiMAX devices have much
higher power consumption and are much more expensive
than Wi-Fi devices. Third, from the economical aspect, Wi-
Fi devices have been widely deployed, and therefore it is
beneficial fo integrate WiIMAX networks with existing Wi-Fi
networks.

Therefore, in this paper, we propose an integrated Wi-
FI/WIMAX architecture that exploits the advantages of both
technologies. On one hand, the deep penetration of Wi-
i networks provides good throughput and large (but not
ubiquitous) coverage at low cost. On the other hand, the long
range transmission of WiMAX can effectively solve the major
problems in large Wi-Fi mesh networks. First, the presence of
WIMAX networks alleviates the need to fransmit over a large



number of hops. Far-away nodes can forward traffic through
WIMAX networks, while traffic generated by the nodes near
portals still go through Wi-Fi. A good proportion of multihop
wireless transmissions are replaced by one-hop wireless (rans-
mission through WIMAX. In addition, the hidden terminals
would also become less severe with shorter paths. Second,
island nodes with dual interfaces can connect to WiMAX, and
thus network coverage is improved. In addition, WiMAX can
provide reliable transmission in a large area. And thus, the
heterogeneous network is robust and can provide ubiquitous
wireless access in the presence of link/node failures. Third,
the existence of WIMAX with large coverage area enables
statistical multiplexing, which effectively reduces network
congestion due to traffic dynamics and topology limitation of
WiFi-Only mesh networks.

Another characteristic of WIMAX and Wi-Fi networks is
that they can coexist without interference as long as they
operate on different spectrums. In addition, the proposed archi-
tecture allows the independent operations of Wi-FI/'WiMAX
networks, and any change of one network does not signifi-
cantly influence the other network.

B. Architecture

In this paper, we propose a heterogeneous network in-
frastructure, as shown in Figure 1. There are three kinds of
nodes, customer terminals such as laptops, PDAs and smart
cellphones, mesh nodes such as APs and laptops with routing
function, and WiMAX base stations (WMABS). These nodes co-
operate to forward traffic from the individual customers to the
Internet or peers inside the mesh network. Customer terminals
have only Wi-Fi interfaces and send packets to the nearby
mesh nodes, mesh nodes could either have only Wi-Fi devices
and relay packets through multihop Wi-Fi mesh networks or
have both Wi-Fi interfaces and WIMAX subscriber interfaces,
and relay packets through two networks; WMBSs only have
WIMAX interfaces, and can communicate with mesh nodes
with WiMAX interfaces.

Therefore there are three kinds of wireless connections,
customer terminals-mesh nodes, mesh nodes-mesh nodeys, and
mesh nodes-WMBSs. For coexistence of the first two kinds
of connections that share Wi-Fi interfaces, some solutions
have been proposed, such as multiple-radio and multiple-
channel [5-7], and partially overlapped channel transmis-
sion [8-10]. The primary objective of this paper is Lo [acilitate
a good cooperation of the last two kinds of connections, which
share mesh nodes, to effectively alleviate the problems in
WiFi-Only mesh networks and improve the overall system
performance.

Besides the wireless connections, wired links in the system
provide reliable connection to the Internet with high capacity.
As shown in Figure 1, porfals and WMBS are nodes with
wired connections. They are usually traffic aggregation points
if the destinations of packels are remote servers in the Internet.
Note that first only some of mesh nodes are portals, second
some portals may have both Wi-FI'WiMAX devices, which

Figure 1.

Heterogeneous network infrastructure.

helps when the packet destinations are other mesh nodes in
the network.

. Contribution

In this paper, we focus on the impact of the proposed het-
erogeneous network architecture. We first analyze the impact
of the heterogeneous network and the amount of performance
improvement through theoretical study assuming optimal rout-
ing and scheduling in Section TI. We also study the impact of
other factors, such as the topology, the number of portals, and
the size of the network, on the performance of heterogeneous
infrastructure to gain valuable insights on the design of prac-
tical schemes for the heterogeneous network infrastructure.
Then, we design a new protocol for the heterogeneous network
{Section UI). In order to provide adequate network state
information to the protocol, some network measures such
as the link capacity, traffic demand and channel quality, are
necessary. However, it is difficult to obtain these information in
real-time and accurately with low overhead. So we adapt some
heuristic-based solutions. The evaluations and comparisons of
our results are presented in Section 1V, Related works and the
conclusions are discussed in Sections VI and VI, respectively.

1I. THEORETICAL STUDY

In the theoretical analysis, the performance metric, -, is
defined as the maximum link utilization of the whole network.
It indicates the worst link congestion in the network, taking
into account of link interference. The objective is to minimize
the maximum link utilization. We note that the maximum link
utilization or worst-case link congestion has been extensively
used in both wireless and wired networks as a meltric for
traffic engineering. Minimizing maximum utilization provides
eood load balancing solutions in the network that improve user
experience, as well as system performance [12, 13].

In the theoretical study, we compare WiFi-Only mesh
networks and heterogeneous networks assuming the ideal
protocol and the complete global information. The fdeal pro-
tocol implies there is no protocol overhead, and the complete
global information implies that all the network conditions are
accurately obtained in real-time. These assumptions do not
hold in practical networks. However, they can be considered as
the benchmark, where the system performance depends purely
on the available resource provided by the network itself.
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Wired Networks

WMBRBS set

Wi-H node set

Wi Portals

Wi-Fi nodes excluding P, and A = N
WIMAX Enk set, and L, = {(u 51 a
Wi-k link set, and Lo
Physical-layer capacity of link {a, b)
Flow from source s travelling thmugﬁh tink ¢,

A[)
or b e W

Tratfic generated from mesh node &
Independent Set ¢ of the Wi-Fi network
Time associated to #)

Time assoctaled to WiMAX hwk (o, b)

A. Notafion

Based on the ideal network assumptions, we formulate our
problem as an optimization problem. Table I lists the notations
used in this section. We consider the wired network outside
the wireless network as a single network, which could be the
Internet. Therefore the size of set [, ([I]), is equal to one.
Nodes in P and W have wired connections to 7. Since the
capacities of wired links are usnally much higher than those
of wireless links, we set wired link capacity as +oo, assuniing
they are not the boftleneck.

In order to simplify formulations in Section Ii-B, we assume
the destination of all flows is I. Our objective of theoretical
study is to compare the available resource supplied by different
network architectures without concerning specific applications,
s0 if is representative to consider only unidirectional traf-
fic. This model can be easily extended to accommodate bi-
directional traffic and peer-to-peer traffic among mesh rodes.
Note that f7, includes all routing possibilities, such as multi-

Ja.b

path and single-path.,

In wireless networks, packet routing and link scheduling are
always intertwined. An efficient algorithin needs to determine
possible sets of links that can transmil simultaneously. From
the physical topology, we can construct the conflict graph [11],
and subseguently find the independent sets [12]. Unfortunately
it is an NP-hard problem, but in [12], Jain et al provide an
efficient heuristic solution to search different independent sets.
We follow their algorithm to derive the independent sets F; in
the Wi-Fi network. In owr formulation, the more time (o)
allocated to an independent set Fj, the more transmission
opportunity Wi-Fi links in & can obtain. According to the
current standard, WiMAX utilizes scheduled MAC scheme,
s0 the WMES can allocate orthogonal bandwidth or time slots,
b to different WiMAX links (a, b).

According to our idezl assumptions above, the network
topology. the link capacity, and traffic demand are known
as the inputs. The decision variables are fJ,. which shows
the routing decision, and o; and 5, ., which show the link
scheduling decision. We try to minimize by choosing the
proper routing and scheduling schemes.

A, Formulation

{7} W
auch that:

Zcri <y @)
@hel 3l £ apr X ow ®)

{a, by P,
Zﬁ“ < v )

(2,4}
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Note that v 18 the maximum link ufilization, so all traffic
would be forwarded to their destinations within ~, which
introduces constraints (2) and (4). For any networks, the flow
on a link carmot be larger than the effective capacity of that
link, which is the product of the physical-layer capacity and
the transmission tirne allocated to this link by MAC layer. This
brings constraints (3) and (3% > (apyep, in equation (3)
shows the total transmission time obﬁamed by link (a,b) if it
is involved in multiple independent sets. In addition, caah nesh
node should serve the traffic ¢, from the customer ferminals
connected to it (1, may be zero if no customer connects to this
node) besides forwarding flows from other mesh nodes, which
introduces constraint (6). Note that generally it is not necessary
for every mesh node to have dual interfaces, so for some mesh
aodes there are no WiMAZX links (in set £,,) connecting them.

C. Solufion and Analysts

Given. differerd sets of inpuls to the optimization problern,
one can numerically compare the performance of heteroge-
neous networks <y, Wiki-Only networks «p, and "WiMAX
only” networks ~.,. The values of v in the results are nor-
malized by the time during which the traffic is generated.
Therefore v > 1 implies that at the worst link, the speed
of forwarding traffic is lower than that of generating traffic,
and the network is not stable.

Obvicusly v, is better, ie. it is lower than vy or -, due
to the additional bandwidth. However, the question is whether
the gap is large enough to warrant the cost of introducing
WIMAX networks. To answer the guestion, we compare the
performance differences in various scenarios, considering the
impact of topologies, the number of portals, and the network
size.



Table 11
NUMERICAL RESULT v FROM OPTIMIZATION.

T T™ik | 2Mi | 3ME | A Mk

Grid Th 0.0887 0.1774 0.2661 0.3548
16/3 g | 02098 | 04197 0.6296 0.8395
Yiur 0.1857 0.3714 0.5571 0.7429

[ 1 M/s 2 Mis 3 Mis 4 Mis

Grd Th 0.1320 | 0.2641 0.3962 0.5283
16/1 ¥y | 03888 | 0.7778 1.1667 1.5556
v | 02142 | 0428 | 06420 | 08571

s 1 M/s 2 Mis 3 Mis 1 Mis

Rand h 01186 | 02097 0.3258 0.4194
0.1048 0.2127 0.3145 0.3478

16/3 Y 0.4259 04815 (LESEY 11111
03518 | 0.6297 1.0556 0.8849

Y | 0.1857 0.3714 0.5571 0.7429

0.1857 0.3714 0.5571 0.7429

s 0.2 Mis | 0.4 M/s | 06 Mis | 08 Mfs

Gragd A, | 00763 0.3527 0.5290 0.7054
10010 | 0.3518 0.7037 1.0555 1.4073
Y | 0.2571 0.5143 0.7714 10286

1} 16 Mesh Nodes: First we test the results on some small-
scale topologies containing 16 Wi-Fi mesh nodes and one
WMBS. All mesh nodes are supposed (0 be equipped with
both Wi-I'i and WiMAX devices. The physical link capacities
of Wi-Ii and WiMAX are fixed, 54 Mbps for Wi-Ii links and
70 Mbps for WiMAX links, and the transmission range of
WiMAX is large enough to cover the whole network. Note that
54 Mbps is the PHY capacity between any two neighboring
Wi-Ii nodes, while 70 Mbps is shared by all links between
the WMBS and mesh nodes. We sel the value t., the traffic
demand of mesh node s, the same for all nodes for simplicity.

Grid topology: The first case is the grid topology, which
results are shown in row "Grid 16/3" (16 mesh nodes and
3 of them are portals) and "Grid 16/1" in Table 1I. We find
that ~ increases linearly according to the traffic demand
because in our formulation all transmissions are scheduled
and no collisions happen. The value of ~ depends on the
system capacity and user demand. Second, the ratio of + of
heterogeneous networks over 7 with Wiki-Only networks is in
the range of 2-3. The critical point where the traffic demand
t. makes the system unstable (v = 1) in the heterogeneous
network is much higher than that in the "Wi-Ii or WiMAX
only” network. In addition, by comparing the different ratios
between "Grid 16/3" and "Grid 16/1°, it is also reasonable that
the improvement is higher in more congested networks (such
as "16/17). Note that due to the scheduled MAC in WiMAX
networks, <. actually keeps the same if the number of mesh
nodes with traffic requirement does not change. However ~,,
is different in "Grid 16/3" and "Grid 16/1° since WMBS only
serves the traflic from the wireless mesh nodes that are not
portals.

Randeom topology: In the second case, nodes are randomly
located in a square arca, whose results are shown in row
‘Rand 16/3" in Table II. We collect data from different
random topologies, which makes 4 not monotonically increase
according to different ¢, and have some fluctuation with the
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same f,. However, in terms of the average +, the ratio still lies
in the range of 2-3 (the values of + with "WiMAX only™ keep
the same as in "Grid 16/3"). The improvement in the random
topology indicates the potential utilization of heterogeneous
networks in the practical system. In addition, we find some
random topologies are partitioned (island nodes) and some
mesh nodes cannot find paths to the Internet or other parts
without WiMAX networks. In "Rand 16/3" we eliminate those
topologies since the value of + becomes oc¢ in the Wilii-
Only networks. In other words, the total average improvement
of heterogencous networks is even higher than that shown in
'Rand 16/3" il we consider all possible random topologies.

2) 100 Mesh Nodes: We continue our comparison on
large-scale networks, with 100 mesh nodes. In large wireless
networks, one significant characteristic is that the wireless
link capacities are quite different depending on the locations
of transmitiers and receivers. Therefore, we vary the link
capacities based on a distance model. The Wi-Fi physical-
layer link capacity is 'y x d~"x 54 Mbps, and that of
WIMAX links is ('3 x d ™" x 70 Mbps, where d is the distance
between the transmitter and the receiver and o 1 as the
normal configuration. In "Grid 100/10" of Table 11, the average
capacity of Wi-Fi links is 22,48 Mbps, and that of WiMAX
links is 27.55 Mbps,

Grid Topology: The data in "Grid 100/10° are also based
on the grid topology but with 100 mesh nodes and 10 portals.
The large ratio of <, and ~y or 7, indicates that even in
a large wireless network with variable link capacities, the
improvement remains significant.

Random Topology: Since ~y /i, changes according to dif-
ferent topologies, we evaluate the performance in 100 random
topologies and plot the histogram of the ratio in Figure 2.
From this figure, we can see the improvement ratio is still
obvious. The density function has a long tail due to bad Wiki-
Only topologies, where much traffic contends one or a few
links. Note that we also eliminate the partitioned topologics
in Figure 2.

D. Insights from Theoretical Study

The theoretical study shows the significant performance
improvement of the hybrid WiMAX/Wi-Fi network with the
optimal routing and scheduling. The optimal scheme presents



insight for the practical protocol and algorithm design. Al-
though we assume that all mesh nodes have dual interfaces,
only the following subsets of nodes prefer to forward packets
to WiMAX networks: (a) the nodes far from portals, (b) the
nodes with congested traffic, and {¢) the nodes with better
WIMAX link qualities than their Wi-Fi links. The first kind
of nodes consume too much network resource due to multiple
hops and introduces interference to neighbor nodes or links
if the packets from them travel though Wi-Fi networks. The
second category of nodes need help from WiMAX networks
since the Wi-Fi links cannot provide enough transmission
capacity when some mesh nodes are badly congested. The
third kind consumes less WiMAX resource to transmit the
same amount of traffic due to their better WiMAX link quality.
Therefore, we need to consider the number of hops, traffic
congestion level at a mesh node, and the link quality as
important parameters in the practical protocol design.

II1.

Although it is shown that a heterogeneous network is a good
solution through the theoretical study, it is necessary to design
a protocol that can achieve the gain in practice and deal with
challenges that are not captured by the idealized model. In a
practical system, the protocol needs to allocate resources based
on the information of the dynamic network conditions, such as
link capacity and traffic demand. Unfortunately, accurate real-
time information is hard to obtain, so the protocols need to
perform under network information with delay and inaccuracy.
In addition, complicated protocols with high overhead are not
suitable for wireless networks since the wireless transmission
resource, time or bandwidth, is very precious. Therefore,
we propose a threshold-based protocol and an optimization
algorithm, which answer two basic questions: (1) which mesh
nodes connect to the WiMAX network, and (2) the amount of
traffic mesh nodes forward to the WIMAX network.

PROTOCOL AND ALGORITHM DESIGN

A. Assumptions and Objective

Before discussing the protocol in detail, we first clarify the
assumptions and state our objective. We make the following
assumptions.

10 WiMAX utilizes the scheduled MAC scheme.

27 In Wi-Fi networks, nodes utilize IEEE 802,11 MAC

instead of the scheduled MAC as in theoretical study.

3) The WMBSs do not try to control the routing or schedul-

ing inside the Wi-Fi network.

The last assumption preserves the basic properties of Wi-Fi
mesh networks: the easy extension and independent routing.
Our objective is to minimize the maximum utilization inside
the whole network. Since it is too complicated to synchronize
link scheduling in practical networks, our only decision vari-
able is the routing variable, which determines the amount of
traffic going through the Wi-I'i or WIMAX networks.

B. Protacol Design

We do not design any new routing protocols for the Wi-Fi
mesh network. Inside the Wi-Fi mesh network, mesh nodes can
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Figure 3. Flow chart of the proposed protocol.

find paths according to any existed protocols, such as AQDV or
DSR. Instead, we focus on the cooperation between the Wi-
Fi and the WIMAX networks, and introduce load balancing
protocol in the heterogencous network (LABHW), LABHW is
shown in Figure 3 and the details are explained below.

The WMES broadcasts "Threshold” {(T'H) to all Wi-Fi nodes
when TH gets updated. TH is the reference for all mesh
nodes to compare their local congestion situations with the
global one.

When a mesh node, say node a, receives a new 7'H from the
WMBS, it updates its local 1/ ,. Node o compares its current
local utilization C'ong, with the latest T'H it has received from
WMBS. If Cong, exceeds TH,, node a sends a Requeest to
the WMBS.

WMBS keeps receiving Requests from mesh nodes. Once a
new Request from node o arrives, the WMAS decides whether
node o can send traffic to the WiIMAX network and the amount
of the WIMAX bandwidth assigned to it, W E2W,, based on
the algorithm that will be introduced in Section III-C. If there
is not enough WIMAX bandwidth, or node a sends a faulty
Request due to non-latest 1'f,, the WMBS sends Reject to
node a; otherwise, the WMBS sends Accept. No matter whether
it sends Accept or Reject, the WMBS updates and broadcasts
the T'H based on the new network condition since it received
the updated information from node «. However, it is not
guaranteed that all mesh nodes successfully receive T'Hs, in
order to avoid multiple ACKs.

Once node a acquires Accepd, it sends the traffic to the
WMES with the transmission rate limit W EBW,; while the
WMBES receives and forwards the traffic to the destination.
When the WMBS finishes forwarding flows from node a, it
reclaims the WiMAX bandwidth, and updates and broadcasts
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Notafions | Meaning
W Set of nodes that send request packets to WHMBS
v Set of nodes that do not send request packets to WMES
i Measurement Inferval
5t Number of bytes sent by the Wi-Fi intedace of node ¢
gi Number of bytes gquened in node ¢
< Wi-Fi capacity of node ¢
i Idie time of the Wi-Fi interface of nede ¢
= WiMAX bandwidith to allocate to node ¢ € W
&; WIMAX link quality factor of aode ¢
Fig Hep-number from node ¢ to a pomal through Wi-Fi Mesh
Z WIMAX bandwidth that has been allocated to W LIV
B Total WIMAX bandwidth
the new T H.

Based on this protocel, the WAMBS can dynamically adjust
the TH based on the utilization conditions of the heteroge-
neous network. Any mesh nodes that incur high congestion
can request additional resource from the WiMAX network,
C. Algorithm Design

In addition to the protocol to schedule the interactions
between WMBES and mesh nodes, we also develop an algorithun
for WMBS to decide the amount of WiMAX bandwidth to
allocate to mesh nodes with Requests. As i Section II-A,
our objective is to minimize the maximom utibization in
the heterogeneous network. Therefore first we need to find
proper defimition of wfilization for practical Wi-F1 networks
and WiMAX networks. As we mentioned before, it is very
challenging to obtain all network mformation in real-time
accurately. Therefore our metric only relies on some network
conditions that are easy to measure. In a given measurement
interval, we collect the following data: number of packets
sent, quene length, transmission rate and idle time of Wi-Fi
interfaces, and channel factor for WiMAX links (all notations
are shown in Table 110,

By counting ACKs from the MAC-layer and queune length,
we can measure the number of bytes sent through the Wi-
Fi interface, #;, and number of bytes queued, g; by node
¢. Checking the modulation rates of interface cards gives us
the Wi-Fi PHY rates. Note that they are not the capacities
in the network or application-layer, at which our protocol
is operating. Therefore we need to consider some factors,
such as headers from different layers and preamble in the
physical-layer, to derive the corresponding transmission rates
on the network-layer or application-layer, ¢;. Idle tire, #;, can
be estimated by periodically checking the status of interface
cards. The WiMAX link capacities depend on many parame-
ters. Some factors such as channel bandwidth and FFT size
are under control; while others such as transmission distance
and channel condition, can only be measured in practice.
Therefore we estimate the actual WiMAX link capacity by
the ideal WiIMAX bhandwidth allocated to node 1, x4, and the
WIMAX link quality factor f; that is obtained from network
measurement. The actual WiMAX link capacity is &5 x &;.
From the study of the optimal scheme in Section II-D, we

find the nodes with poor WIMAX link qualities seldom route
packets to the WiMAX networks because they waste WiMAX
resource. Therefore we introduce the factor &; to indicate the
impact of different link qualities.

With the inputs, the reasonable definition of usilization in
Wi-Fi networks is the traffic demand over the efficiency capac-
ity, which is (g;4g;—w;# 8= 1} /(8,4 ¢;#8;), where (s;+c;+i;)
is the maximum capacity node ¢ could obtain. In WiMAX
networks, we follow the similar idea but have a more compact
format, (3", #:+ Z}/B. The definition about Wi-Fi utilization
above is fair but does not take into account of the number
of hops within Wi-Fi networks. Considering the insight in
Section II-D, under the same network conditions, it is more ef-
fictent for WMBS to help the nodes far from portals other than
the nodes nearby. Therefore we adjust the utilization definition
for Wi-Finetworks to {s;-bgs— 280 Diwhg / (s¢-bopets ), where
A; is the number of hops from node ¢ to the portal. Actually
the amount of resource for multihop fransmission depends on
both the number of hops and the mterference range. We only
use h; because it is too difficult to obtain the exact network
topology and to derive the interference relationship among all
mesh nodes, and if the mesh nodes and portals distribute evenly
in the area, any link (transmission) interferes with almost the
same number of other links in the topology. The objective
here is to minimize the maximum utilization by effectively
allocating WiMAX resource to mesh nodes. Formally, we have

Mininize,, cw {7} (1)
such that:
cxp+ 2
——lgfi—— < oy 11
view + g5 Tk QL w ] < a
(s:+ i % )/ o

""" x4+ Z < B, (13

W
VieW =z > O (14)

Note that « is the maximum utilization in the heterogeneous
network. Constraints (11) and (12) are the wufilizations in
Wi-Fi and WiIMAX networks, respectively. By solving this
optimization, the WMBS determines the WiMAX bandwidth
z; to allocate to mesh node 4, ancl v as threshoeld to broadcast
in Figure 3.

IV, BYVALUATION

We compare heterogeneous networks with "Wi-Fi and
WIiMAX only” networks, and evaluate our protocol and al-
gorithm by (hialnet 4.0 [20]. In the following scenarios, all
wireless mesh nodes except portals generate CBR traffic with
the same rate, which simulates the aggregate fraffic from
customer terminals, and the sole destination is the hternet.
In the result figures, the x-axis is the CBR rate of one mesh
node, while the system throughput C is total throughput fo the
Internet.
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Table IV
LINK CAPACITIES ON DIFFERENT LAYERS.
Physical-Layer | Application-Layer |
Wi-Fi 54 Mbps 12.388 Mbps |
WINAN M Z) 225 Mbps G003 Mbps |

A, Systemn Throughput

We begin our analysis from the simplest case, the chain
topology, where mesh nodes locate in a chain and the portal
is at one end. We test the chain containing one or four (non-
portal) mesh nodes. For the first case, we get the system
throughput of the Wiki-Only C’f and "WIMAX only™ O,
which are shown in Figure 4.

In Figure 4, the throughput C' linearly increases with the
CBR rates before it reaches the system capacity limit. After
that, C' keeps constant no matter how large the CBR rate
is. The maximum capacity values on different layers are also
shown in Table IV, Since there is no contention or interference
in one-hop wireless transmission, the values shown here are
the maximum capacities by a Wi-Fi link and the WiMAX
network, Note that due to scheduled MAC in WiIMAX, (7,
will almost keep the same in Table TV in different topologies
discussed later on, but it is impossible for Wi-Fi links with
TEEE 802.11 MAC. The values in the table provide the bounds
for the next comparisons.

The results of the chain topology with four mesh nodes
are shown in Figure 5. We compare four scenarios: WiFi-
Only, "WiMAX only”, simple-sum, and then heterogeneous
architecture. The simple-sum is the sum of C'f and ', which
network uses the same amount of resource, but does not
intelligently integrate the advantages of the two networks. In
the heterogenous case, Cp comes from two parls, one from
Wi-Fi networks {?f and the other from WIMAX networks
(. Alter analyzing the results, we find two major reasons of
the significant throughput improvement compared to normal
WiFi-Only mesh networks. First is the additional WiMAX
bandwidth. Second, the throughput from the Wi-Fi network
C ¢ also increases compared to C'y. Since the WIMAX network
helps the nodes that are far from the portals or have poor Wi-Fi
link quality, the Wi-Fi network only supports the nodes that are
nearby the portals. Therefore C'p > C'g; and since €, & ',
Oy C-T; + Oy > Cy + 'y, which means the cooperation
of the heterogeneous networks is better than the simple-sum

of two separated networks. The analysis is validated in the
Figure 5. The improvement ratio of the throughput from the
Wi-Fi network, 454 is up to 63.1%.

B. Fairness Issue

The system throughput is not the enly meftric improved by
employing the helerogeneous architecture and our protocol.
In this section, we consider the fairness metric. We test the
grid topology with 16 mesh nodes as in Section I-C. We
compare the performance of our LABHW protocol with that
of the popular AQDV protocol.

In AQDV, mesh nodes with dual-device consider the WMES
as a wireless node only one-hop away. These nodes broadeast
RREQ (route request) to both Wi-Fi and WiMAX interfaces,
and forward packets to the interface that first receives RREP
(route reply). However not all mesh nodes forward packets
to WMBS although their RREQ/RREP travel one-hop wireless
transmission throngh WiIMAX. Severe competition and limited
WIMAX bandwidth force some mesh nodes to forward packets
to the Wi-Fi network; in addition, mesh nodes close to portals
can easily transmit their RREQ and data packets to portals
through Wi-Fi links. Note that the conclusions in this section
still keep for other routing protocols, such as 2SR, However
since it is not our focus to compare different existed routing
protocols, we only show comparison results based on AQDV.

The system throughput and [aimess results of the grid
topology are shown in Figures 6 and 7. In Figures 6, the
throughput performance is compared. When the network is
highly congested, using standard AODY, mesh nodes that are
on-hop away from portals use the Wi-Fi network while other
nodes transmit through the WiMAX network. In this case,
the standard AODV provides high overall throughput. The
throughput of ZABAW is comparable and even a little better
than that of AODV, which shows its efficiency.

Our protocol shows unique advantages on the faimess
issue. We count the packets successfully received by the final
destination from different wireless nodes {end-to-end traffic),
and derive Jain's fairness index, —S‘E}_r%;—', where p; 1s the
number of successfully received paclﬁcfs' from node i In
Figure 7, we compare the faimess index of WiFi-Only, AODV,
and LABHW, Our scheme achieves significant better fairness
among users. When the CBR rate is very high, almost only
one-hop mesh nodes forward packets to the destination in
WiFi-Only mesh networks. The probabilities of contention due
to interference, and packet dropping due to buffer overflow
in the multihop transmissions are so high that packets from
remote nodes have little opportunity to reach the final destina-
tion. Therefore, its fairness performance is poor. When we use
AODV for heterogeneous networks, some remote nodes get
the opportunity to forward packets through WiMAX networks.
However the randomness of delays of multiple paths may
change the path selection of AODV. In addition, some lightly
congested nodes may contend the precious WiMAX bandwidth
with other highly contested nodes; or some nearby nodes
may contend with remote nodes. The ideal case is that the
badly congested or remote nodes choose WiMAX while lightly
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congested or nearby nodes forward packets to both Wi-Fi and
WIMAX, which is implemented exactly in LABHW.

C. Other Factors

In this section, we study the impact of various factors on
the system performance.

1) Number and Locations of Portals: In mesh networks,
both the number and the locations of portals impact the system
performance. We test their influence in a square area, where
16 mesh nodes arve uniformly located and the portals (2, 4, 6,
8§ portals) distribute randomly. The system capacity is shown
in Figure 8. In the unplanned topologies, the improvement
of system performance does not linearly increase with the
number of portals. Instead, if the locations of the portals are
far from the group of wireless mesh nodes, the throughput is
ever worse with more portals, such as the scenarios of WiFi-
Only with 8 portals from random generation seed 1. However
with the WiMAX network, the instantaneous perturbation of
the performance is much less than that of WiFi-Only network.

2} Adaptive Rate: In the previous comparisons, the mod-
ulation rate of Wi-Fi is 54 Mbps. However in the practical
networks, most of the Wi-Fi cards utilize adaptive rate fall-
back based on link quality(ARF in [21]). With the adaptive
rate mechanism, the transmission ranges of mesh nodes can
increase with lower modulation rates. In Figure 9, when the
CBR rate is low, the systemn throughput with adaptive rates
is higher since more nodes could connect to portals directly.
However when the CBR rate is high, the traffic through links
of low gualities or low modulation rates consumes most of
the transmission time [22], so the throughput is lower. In

the heterogeneous networks, remote nodes are most likely to
route packets through WiMAX networks, which avoids the low
qualities links to consume too much time. Near nodes choose
adaptive rates according to different link qualities, which
avoids unnecessary retransimissions. Therelore the total system
throughput with adaptive rates is better than that with fixed
rate. This further confirms the benefit of the heterogeneous
architecture in practical networks.

3) Dual-interface Nodes: We propose our solution for a
metro-scale mesh network, so we need to verify the influence
of the heterogeneous architecture and our protocol in a mesh
network of large size, which contains 100 wireless mesh nodes
and 10 portals, In addition in practical networks, not all mesh
nodes have dual devices to connect to the WMBS. Therefore
we also discuss the influence of the percentage of nodes
with dual devices. Figure 10 shows that these three curves
of the heterogeneous network are comparable, which means
our system and protocol work well with different percentage of
dual-interface nodes. In Figure 10 when the CBR rate is low,
the network with more dual-interface nodes has more choices
in routing and consequently gains more throughput; however
when the CBR rale is high, only a few dual-interface nodes
can exhaust all WiIMAX bandwidth, and then all curves of
heterogeneous networks converge.

V. RELATED WORK

Most solutions to load balancing belong to two categories,
traffic engineering in wired networks and admission control in
wireless networks, Most solutions by traffic engineering [25—
27] reroute the packets according to the statistic information



about congestion in the routers, or the estimated RTT in-
formation in the sender or receiver. The rerouting schemes
usually need complicated interaction among nodes, and the full
knowledge of the network topology for muliiple possible paths
from sources to destinations, which brings a large amount
of protocol overhead in wireless networks. In addition, the
interference between neighbor nodes makes the load-balaneing
much more complicated. For example, in wired networks,
one congested node is usually independent to others in the
view of transmission opportunity; nevertheless in wireless
networks, a congested node alsc blocks the transmission of
its neighbors as well. For the admission control solutions,
the prevalent solution is that all nodes wounld contact the
remote admission controller [16-19] if new customers arrive,
and the latter determines whether to accept or reject the
new requirements according to the current network conditions.
However the mechanism introduces a long delay in multihop
mesh networks, the pre-determined bandwidth by the remote
controller is not flexible for many applications greatly in-
fluenced by customers, and the out-of-band confrol is high
protocol overhead.

Earlier studies on heterogeneous wireless networks are
mostly concerned with Wi-Fi and Bluetooth [14, 15] in local
area networks. Some studies apply WiMAX to mesh net-
works [28, 29]. [28] adopts an interference-aware cross-layer
design for multihop routing and scheduling to increase the
utilization of WiMAX mesh networks. Company Cygrus [29]
improves WiMAX devices by combining 802.16e and MIMO
to fit mesh requirements. However WiMAX-only mesh cannot
fuily reuse bandwidth and disregards the widely deployed Wi-
Fi devices. A number of technigue reports, such as [30], men-
tion the combination of Wi-Fi and WiMAX for mesh networks;
some companies, such as Redline Communications [31], an-
nounced to unveil Wi-FYWIMAX mesh network solutions.
However few of them analyze the major drawbacks of Wi-
Fi or WiMAX-only mesh networks, offer theoretical proof
of the heterogeneous architecture and publish corresponding
solutions. Authors of [32] propose an interesting pricing maodel
for heterogeneous networks, however they focus on efficiently
sharing bandwidth between Wi-Fi and WIMAX, which does
nol discuss the petwork structure. Therefore it is valuable (o
provide a thorough performance evaluation, derive guidelines
for protccol design and propose a mechanism to achieve
henefits of the heterogeneous architecture.

V1. CONCLUSION AND FUTURE WORK

This paper proposes a heterogeneous network architecture,
consisting of Wi-Fi and WiMAX, to solve the major problems
and improve the performance of multihop Wi-Fi mesh net-
works of large size. The large coverage of WiIMAX networks
avoids long mulithop transmissions, connects isolated nodes
in urncomntrolled topologies, and provides alternatives to mesh
nodes that suffer Wi-Fi luks of low qualities. Our theoretical
study indicates significant improvement of the heterogencous
architectures. The solutions also provide us a good estimation
of the system performance in practical networks, which is

important in the network design. Based on the insights from
the theoretical study, we design a practical protocol, which is
more suitable for the heterogeneous architecture in practice.
Simulations show significant improvement of our scheme over
heterogeneous networks, WiFi-Only networks and "WiMAX
only” networks in terms of system throughpnt and fairness.
In addition, we also choose good mefrics of utilization for
both Wi-Fi and WiMAX networks with some parameters easily
captured, which efficiently indicates conditions of large mesh
networks.

Although we have discussed the improvement of hetero-
geneous network architectures, there are some interesting
directions to extend the current work. First, in this paper we
suppose the Wi-Fi mesh nodes or custorners are fixed, however
most of the time a large number of consumers are moving
around inside mesh networks. The mobility of customers
causes high traffic density and congestion in some areas,
which may influence the efficiency of our protocol. Second,
different from the normal expectation that increase in number
of mesh nodes may result in increase in number of portals,
the simulation shows the importance of locations of portals.
Therefore it is significative to study ideal nurober and locations
of portals in heterogeneous networks for different topologies
and number of mesh nodes.
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Abstract

Basic properties of wireless ad-hoc nefworks, such as
connectivity, have tradifionally been analyzed and evalu-
ated under the assumption that all nodes have homoge-
neous comtmunication capabilities. While this assumption
usually holds for small networks, it is unlikely to be true in
most large scale networks. This paper studies how hetero-
geneous communicafion capabilities affect basic properties
of ad-hoc networks. More specifically, we consider one
type of heferogeneity in which nodes are equipped with two
different types of anfenna technologies, ommi-directional
and directional, and evaluate them against four proper-
ties: network connectivity, energy consumption, inferfer-
ence folerance and resilience to failures. Our main re-
sults show that even under a very simple neiwork model
that does not assume any global knowledge of the nefwork,
an ad-hoc network where only 10% to 20% of the nodes
are equipped with directional antennas, can outperform a
comparable homogeneous network (where all nodes have
only omni-directional antennas) in all four metrics.

1 Introduction

The research community has made strides in further-
ing our understanding of the fundamental characteristics
of wireless ad-hoc networks in recent years. In the litera-
ture, much attention has been given to analyzing basic char-
acteristics of wireless networks such as the capacity scal-
ing laws of fixed wireless networks [8] and mobile wire-
less networks [6], as well as the basic trade-offs among
key performance parameters such as throughput and delay
[11], and their relationship with resource constraints such
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Number WILINF-06-3-0001. The views and conclusions contained in
this document are those of the authors and should not be interpreted as
representing the official policies, either expressed or implied, of the US
Army Research Laboratory, the U.S. Government, the UK Ministry of
Defense, or the UK Government. The US and UK Governments are
authorized to reproduce and distribute reprints for Government purposes
notwithstanding any copyright notation hereon.
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as buffer space requirements at each wireless node [9]. In
many of these studies, it has been assumed that the net-
work configuration is more or less homogeneous in terms
of node capability, transmission range, mobility pattern,
and the distribution of the nodes.

In real life, however, wireless networks consist of het-
erogeneous nodes with different capabilities.It is not dif-
ficult to imagine some nodes will be more powerful than
others in terms of processing and communication capa-
bilities due to their differences in roles and the operation
platform (e.g., vehicle-mounted vs. handheld). Thus it is
important to understand the performance characteristics of
such heterogeneous networks. Our goal in this paper is
to study a simple heterogeneous network in which every
node has a short-range omni-directional antenna, but some
special nodes are also equipped with a long-range direc-
tional anterma to reach far away nodes. We study the im-
pact of having long links on the basic network properties
such as connectivity, energy savings, throughput improve-
ments and network resilience.

Although hybrid networks comprising different types
of links have not been studied extensively in the litera-
ture, there are two research directions that are relevant to
this work. The first, motivated by architectures combin-
ing cellular infrastructure with ad hoc networks, is to aug-
ment a wireless network with wired connections between
some of the nodes (see, for example, [10]). The assump-
tions on the wired connections are typically much stronger
than just longer reachability (e.g., the connections are as-
sumed to be non-interfering and infinitely fast in terms of
throughput and delay). The second direction focuses on
complex antenna coordination technologies based on beam
forming [4, 16] to improve the connectivity of networks.
By coordinating multiple antennas and synchronizing their
transmissions, beam forming technologies can effectively
achieve long range communication capabilities for a clus-
ter of nodes.

This paper proposes a simple model of heterogeneous
wireless ad-hoc networks, in which no global knowledge
of the network topology is required. By evaluating four ba-
sic properties, namely connectivity, energy consumption,
interference tolerance and network resiliency, we show that
a wireless ad-hoc network with only 10-20% of the nodes



equipped with directional antennas can simultaneously im-
prove on all four metrics compared to a a homogeneous
network. These results are somewhat surprising because
there are often trade-offs among the four properties. For
example, by increasing the transmission power one can im-
prove the connectivity or the static resilience of the net-
work, but unfortunately the interference as well the en-
ergy consumption deteriorate at the same time. This paper
demonstrates that antenna heterogeneity, is one viable way
of improving across these four fundamental properties of
wireless ad-hoc networks.

The remainder of this paper is organized as follows.
Section 2 presents our model of hybrid wireless networks.
Sections 3, 4, 5 and 6 present the results for the four proper-
ties that we consider. We discuss related work in Section 7
and conclude in Section 8.

2  Network Model

We consider two models of the network topology: a
basic, homogeneous model based on a random geometric
graph structure, and a hybrid model that combines the ba-
sic model with a random graph structure.

2.1 Homogeneous Network Model

In the basic model, all nodes are equipped with an ommni-
directional antenna and the maximum transmission power
is set at the same level for all nodes. The network con-
nectivity graph is often modeled using a geomefric ran-
dom graph. The nodes are assumed to be distributed uni-
formly at random in some simulation region, independently
of each other. The connectivity graph is obtained by con-
necting any pair of nodes within distance r, where r is their
omni-directional transmission range. All links are assumed
to be symmetric.

This model has been studied extensively, both theoret-
ically and empirically. The most notable theoretical re-
sult shows that as the number of nodes n — oo, such a
random network is almost surely connected when r(n) =
/(logn + ¢, )/mn, and it is almost surely discormected if
r(n) = +/(logn — ¢,)/mn, where ¢, is a monotonously
increasing function of n [8]. (The simulation area is as-
sumed to be [0,1]%.)

The homogeneity assumed by the basic model is rarely
seen in real networked systems. The hybrid model we con-
sider below is motivated by the so small-world property ob-
served in many real systems, where most nodes have only
few direct neighbors but can still be reached from every
other by a small number of hops or steps.

2.2 Hybrid Network

In the hybrid model, all nodes are equipped with an
omni-directional anterna of radius », but some fraction
of the nodes is equipped with an additional directional
antenna. The directional antenna provides the ability to
communicate over longer distances compared to the omni-
directional antenna with the same power consumption. The
number of nodes that are equipped with directional anten-

nas should be relatively small:

o Practical Considerations: Due to their physical char-
acteristics and operation requirements, we expect that
directional antennas will be deployed on specially
equipped nodes, such as ground vehicles or unmanned
aerial vehicles. Given that in many deployment sce-
narios most of the communication nodes are carried
by humans, we expect that number of special nodes
will be small.

e FEconomical Considerations: Directional antennas
with special capabilities, such as being electronically
steerable, are generally more expensive than omni-
directional antennas. Other advanced features as the
ability to track the position of the receiver while mov-
ing, can add to the complexity and the cost of these
specialized nodes. Thus, it is highly desirable to have
only a small number of nodes equipped with direc-
tional antennas.

Asg discussed in Section 7, several papers have considered
homogeneous networks where all nodes are equipped with
directional antennas. For the reasons above, we believe that
hybrid networks with a small number of directional anten-
nas are more practical compared to homogeneous networks
consisting only of directional antennas.

We will refer to the nodes that are equipped both with
directional and omni-directional antennas as high-level
nodes, and the nodes that are equipped with only ommni-
directional antennas as Jow-level nodes. Note that in prac-
tice both types of nodes provide the same functionality at
the network or transport layers. They are different just in
the way they set up links at the physical layer. The links
that connect two high-level nodes with their directional
antennas will be called Jong-links. All other communi-
cation links are called short-links. Thus low-level nodes
connect with other low-level nodes or with high-level
nodes through short-links (ommni-directional) and high-
level nodes connect with each other using long-links (di-
rectional).

One strategy in setting up a hybrid network is to connect
the multiple connected components formed by short-links
with long-links in such a way that all the connected compo-
nents form a minimum spanning tree. A simple algorithm
for constructing such a network is for every high-level node
to set up a long-link with the closest high-level node that
belongs to a different connected component. While this
is a simple decentralized algorithm, it assumes that every
high-level node knows the direction of the node it needs to
connect to. The overhead of collecting and maintaining this
information limits the usefulness of the above conmection
strategy in most practical situations.

Given this observation, we consider the following strat-
egy for setting up a hybrid network. Each high-level node
randomly chooses another high-level node within its long-
link communication range and sets up a long-link. In order
to do that, the high-level node can simply transmit a solici-



tation for setting up long links by randomly picking a direc-
tion and waiting to receive a reply from another high-level
node. Clearly, the receiving node needs to correctly set the
direction of the antenna in order to transmit the reply. The
simplest solution is to have the position of the solicitor be
included in the solicitation message. (For example, high
level nodes can have a GPS device.)

In the case the soliciting node does not receive any re-
ply, it tries a different direction until it succeeds or until it
covers the whole space. If more than one high-level node
replies to a solicitation, the solicitor picks one of them ran-
domly. Throughout the paper we assume that a high-level
node initiates only one long-link solicitation. Thus the to-
tal number of long-links in the network is at most the total
number of high-level nodes, and it is lower in the case that
some high-level nodes are out of reach of any other high-
level node. On the other hand, a high-level node may be
connected via more than one long-link, because apart from
initiating a long-link it can accept solicitations for setting
up long-links that come from other high-level nodes. Note
that while long-links use directional antennas, we assume
that they are bidirectional in terms of information flow.
This requirement can by satisfied, for example, when all the
high-level nodes are equipped with electronically steerable
antennas so that they can switch among multiple receivers.

2.3 Propagation and Communication Models

We use the following well-known propagation model
for the power at the receiver that works both for omni-
directional and directional antennas [12]:
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where F,.(d) is the power that the receiver is sensing when
the transmitter is transmitting with power of P, at dis-
tance d from the receiver. & and G, are the antenna
gains at the transmitter and the receiver respectively, A is
the wavelength, and d,..; is a reference distance so that
dpep = 2D/)2, where D is the maximum dimension of
the anterma. The gain of the omni-directional antenna is 1
(or OdBi). We also consider that the gain of the receiver
(G,) is 1, both in the case of omni-directional and direc-
tional links. We use the following model for the gain of the
directional antenna at the transmitter (G).

In general, the gain of an antenna at a particular direc-
tion ¢/ is defined as follows:
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where U(7) is the power density at direction @, Uy is
the average power density across all directions, and # is a
parameter that accounts for losses. Given that the gain is a
function of the direction based on the previous definition,
the gain & of a directional antenna is usually described by
just one number that gives the gain of the antenna at the
direction for which it is maximized. For the same reason,
a second parameter that is called beamwidth is introduced

in order to capture the directionality of the antenna. The
beamwidth & is defined as the angle at which the gain of the
antenna is at least half of the maximum gain G. By using a
simple anterma model, the beamwidth can be computed as

follows:
4
=2 tan b/ = 3
an 5 (3)

Based on the above two parameters, & and 4, we model
a directional antenna as one that has a constant gain of &
inside a cone with an aperture of # and a gain of 0 outside
the cone.

We consider that two nodes are connected when their
signal to interference and noise ration SINR is above a
certain threshold . The STN R is defined as follows:

P(d)
Nt >, Po(dy)

where P, (d) is the signal power of the transmitter as per-
ceived at the receiver, Ny, is the thermal noise (a constant
for a specific environment), and Pr(di) is the signal power
of node ¢ that is transmitting simultaneously and which is
at distance d; from the receiver. The threshold v is a func-
tion of multiple parameters, such as the speed, the bit error
rate (BER), the modulation and the coding rates of the link.
For example, an IEEE 802.11a link with a BER less than
or equal to 1075, a 64-QAM modulation and a 3/4 coding
rate can achieve a speed of 54Mbps when the threshold + is
24.56dB [17]. Note that the absence or the presence of in-
terfering nodes can allow or prevent two nodes from being
connected (at a certain speed). In this paper we will con-
sider that two nodes are connected if in the absence of any
interference the SIN R is 3dB higher the required thresh-
old . As such, a link can tolerate interference that is at
most equal to the thermal noise.

2.4 Node Distribution

SINR = @

We consider two models for the placement of nodes in
a two dimensional area, when comparing the two types of
networks (plain and hybrid). First, a uniform random dis-
tribution of nodes inside an area. In this case every node
is equally likely to be placed to any point in the area. Sec-
ond, a clustered distribution of nodes in which every node
is more likely to be placed closer to a cluster center. More
specifically, we assume that cluster centers are distributed
uniformly randomly inside the area, and each node is ran-
domly assigned to a cluster center and then it is placed at
a random point with its distance from the center following
an exponential distribution. Note that instead of exponen-
tial distribution it is possible to use any other probability
distribution that decreases monotonically with the distance
from the cluster center. In this paper we have considered
only the exponential distribution, due to its simplicity.

The first model for node placement is the most popular
model that has been considered in the past, and it is a repre-
sentative model mainly for for sensor networks formed by a
large number of nodes. In this paper we are introducing the
second model in order to better capture the basic properties



of ad-hoc networks formed by multiple groups of people
placed in the same area. This kind of networks can ap-
pear in various situations, such as when multiple disaster
recovery teams function in the same area, or in military
formation of multiple units, ete. Furthermore, basic prop-
erties of mesh networks formed by connecting machines
between remotely located villages may be better reflected
in the second model. While we do not claim that the clus-
tered placement model that we consider in this paper pro-
vides an accurate model for the above types of ad-hoc and
mesh networks, we believe that it is a better model for such
networks compared to the one that assumes a uniform ran-
dom distribution. Note also that by considering both uni-
form and exponential distributions, we test the sensitivity
of our results to node distribution.

2.5 Comparison Metrics

Given the above node distribution, propagation and
communication models we compare the two types of net-
works, the basic and hybrid one, using the following four
mefrics:

s Network Connectivity: It is expected that the addition
of long-links will improve the network connectivity
as measured by the size of the largest cluster. In Sec-
tion 3 we investigate how much one can improve the
connectivity by adding long-links and when one ex-
pects to see the highest gains.

Energy Consumption: The addition of long-links can
potentially increase the total energy consumption due
to these extra links. On the other hand, their addi-
tion allows one to decrease the transmission power of
short-links, while maintaining the same level of con-
nectivity. In section 4 we explore this trade-off.

Interference Tolerance: As in the case of energy con-
sumption, there is a trade-off between the increased
interference due to the additional links (long-links),
and the higher spatial reuse due to the decreased trans-
mission power of short-links. In section 5 we study
this trade-off.

Network Resilience: The addition of the long-links
can potentially increase the interconnectivity between
nodes. On the other hand, in order to provide the same
level of connectivity long-links may ’stitch’ together
multiple disconnected components in a fragile way.
Thus, in section 6 we investigate whether hybrid net-
works are more resilient or not to random failures.

‘While there are numerous metrics that one can use to com-
pare a basic network against a hybrid one, we have con-
sidered the above four metrics for the reason that they re-
flect on fundamental graph properties, upon which one can
gain further insight and understanding of other more ap-
plication oriented metrics. For example, the interference
tolerance can be very indicative of the total capacity of the
network., For the same reasons, note also that for all the
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Figure 1. Connectivity as a function of short-link radius

above metrics we do not make any assumptions about the
applications, routing protocols, or other high level protocol
that run on top of the above networks. In fact, the above
metrics are best interpreted when one assumes a homoge-
neous network traffic on all nodes.

3 Network Connectivity

In the case of uniform randomly distributed nodes, it is
well known that when the transmission range of the nodes
is under a specific threshold r4 most nodes are part of very
small components, while when the transmission range is
above another threshold ., most nodes form a large con-
nected component. These two thresholds are very close
with each other, which makes a very sharp transition from
a highly fragmented network to a highly connected one.

Given the above well know results it is unclear to what
extent the addition of long-links can improve the connec-
tivity of the network. Qur goal in this section is to investi-
gate the relative benefits of long-links from the perspective
of connectivity, and we consider the size of the largest com-
ponent as a measure of connectivity. Next we report results
on how the percentage of high-level nodes, as well as the
range of the long links affects the connectivity for the two
models of node distribution, introduced in Section 2. The
following are experimental results, and we report the av-
erage values after 100 runs on randomly generated topolo-
gies. The network consists of 1000 nodes, distributed in
a square area of 250x250 square units. In the clustered
distribution we consider 20 clusters with the exponential
distribution having a mean of 25 units.

3.1 How do long-links affect connectivity?

By increasing the number of high-level nodes one can
increase the probability that a disconnected component will
have at least one high-level node and thus probably being
connected to the largest component. On the other hand,
when the number of long-links increases above a certain
threshold there should be a diminishing return in terms
of connectivity improvements, given that most high-level
nodes will be placed in clusters that are already connected
with the largest component, or they will placed in com-
pletely disconnected nodes. In both cases the connectiv-
ity improvements are insignificant. Figure 1 shows exactly
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Figure 2. Short-link radius vs high-level nodes

this trend for the uniform node distribution. More specif-
ically for small percentages of high-level nodes (around
10% to 20%) the connectivity improvements are the most
significant ones. For example, when the short-link radius
is 8 units, the size of the largest component is increases by
770% with 20% of the nodes being high-level nodes, while
with 30% of high-level nodes the connectivity is increased
by an additional 55%.

Interestingly, the connectivity improvements in the clus-
tered distribution follows the same trends, with the dif-
ference that the connectivity of the basic network has a
smoother transition between the disconnected and con-
nected phases. The sharpness of the transition is mainly
a function of the mean of the exponential distribution. A
small mean value makes all the points closer to the clus-
ter head which in turn makes the transition sharper. For
the purposes of this paper we chose a relatively large mean
value for the exponential distribution given that the benefits
of long-links are not as easy to predict as in the case of a
clearly clustered network.

3.2 Do high-level nodes affect the short-link radius?

Instead of improving the connectivity by adding high-
level nodes, one can maintain the same level of connectiv-
ity by reducing the radius of the short-links. Figure 2 gives
the radius of the short-links as a function of the number
of high-level nodes, when the size of the largest compo-
nent stays constant, or more precisely is at least 80%. The
graphs indicate that the radius decreases almost linearly
as a function of the percentage of high-level nodes. Note
also that even when the percentage of high-level nodes is
100% the radius of the short-links is almost zero. While
ideally short-links should vanish when 100% of the nodes
are high-level, the radius of short-links is not zero because
the long-links do not provide full connectivity.

4 Energy Consumption

Based on the observations of the previous section, one
can maintain the same level of connectivity while reduc-
ing the radius of the short-links by adding more high-level
nodes. These two processes have a complementary effect
on the energy consumption of the hybrid network. As the
radins of the short-links decreases the energy consump-
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Figure 3. Energy savings vs number of high-level nodes

tion of the low-level nodes decreases as well. Based on
Equation 1 the transmitted energy is proportional to the the
fourth power of the distance. Thus, a small decrease in the
distance can provide large benefits in terms of energy. On
the other hand, the addition of high-level nodes increases
the energy consumption due to the long-links, whose power
needs are again proportional to the fourth power of the dis-
tance and inversely proportional to the antenna gain.

The goal of this section is to investigate this trade-off
between the energy reduction due to shorter short-links and
the energy increase due to the addition of the long-links.
More specifically, we use the total energy transmitted in
the network as a metric of energy consumption for both
the basic and the hybrid network. The assumption here is
that all links are equally utilized in the network. While this
assumption may not be true for short periods of time, it
should hold on the long run for a well-designed network
that load-balances traffic across links. Nevertheless, this
assumption allows us to compare the energy consumption
of the two types of networks without being biased to any
specific network traffic characteristics.

4.1 How do high-level nodes affect energy?

Figure 3 shows the ratio of the total energy consumed in
the hybrid network, over the total energy consumed in the
basic network, when both are connected so that the largest
component connects 80% of the nodes. The directional an-
tenna gains are set to a value such that the energy of the
hybrid network of 100% high-level nodes is equal to the en-
ergy of the basic network (for each curve). This case repre-
sents an almost homogeneous network of directional links
(since the short-link radius is very small). Interestingly, the
ratio is minimized when the percentage of high-level nodes
is relative low, around 10% to 20%, and when the radius
of the long-links is 50 or 75 units. In the uniform random
node distribution case the energy savings are around 50%,
while in the clustered node distribution case the savings are
as high as 70%. Again, we should point out that these re-
sults are under a homogeneous network traffic assumption,
but nevertheless are indicative of the energy savings of the
hybrid network. Note also, that the above savings come
with directional antenna gains which are achievable with
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Figure 4. Energy savings as a function of connectivity

current commercial anlennas.

4.2 How does energy relate to connectivity?

The previous results gave the energy savings ratio for a
given size of the largest component (80%). Here we inves-
tigate how the size of the largest component relates to the
energy savings. For this purpose we consider a fixed num-
ber of high-level nodes (20% of the nodes), and we use
the same antenna gains as in the previous case, for each
respective curve. Figure 4 gives these results. It shows
that under the uniform random distribution the energy sav-
ings slightly decrease as the size of the largest component
increases. In contrast, the energy savings in the clustered
distribution case considerably decrease as the size of the
largest component increases, until reaching a 70% to 80%
size where it starts to slightly increase. This difference in
behavior can be explained by the connectivity curves of
the basic network. In the uniform case the connectivity
transition is sharp which gives roughly the same benefit in
terms of savings due to smaller short-link radius. In con-
trast, due to the smooth transition of the clustered distri-
bution between the disconnected and connected phase, the
main benefits come for the large component sizes, where
the radius of the short-links is much higher compared to
the radius for small component sizes.

5 Interference Tolerance

As in the case of energy, the addition of long-links intro-
duces two adverse processes related to interference. First
the addition of long-links increases the interference given
that their power is emitted at longer distances. On the other
hand, one can decrease the radius of the short-links and still
maintain the same level of connectivity. In consequence,
one can improve the spatial reuse by adding long-links.
Note that in this paper we consider the case that both types
of links use the same channel, and thus they can interfere
with each other. Next, we show how these two adverse
processes affect the interference. We use the following two
metrics in order to capture the interference: I) The node de-
gree which to some extent shows the possible conflicts at
the network level, and II) The number of conflicting links
based on SINR measurements.
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Figure 6. The CDF of the conflicting links

5.1 How do long-links affect the node degree?

Figure 5 shows the node degree distribution for the uni-
form node placement on the plain, when the networks are
connected in such a way that their largest component is
80% of the nodes. A notable difference is that the clustered
distribution leads to a much reacher connectivity, The rea-
son is that as nodes tend to cluster together they tend to
form many clique-like topologies. A second observation
is that the addition of long-links reduces the node degree
in both types of node placement, and for various num-
bers of high-level nodes. While these two observations
are counter-intuitive, in reality what happens is the above
results compare networks which have the same level of
connectivity, i.e their largest components are of equal size
(80%). In those cases the addition of long links enables to
maintain the same level of comnectivity while shortening
the short-link radius which in consequence decreases the
average node connectivity degree. Finally, we should point
out that while in the uniform case the addition of long-links
always reduces the average node degree, in the clustered
distribution there is a tipping point in which case the addi-
tion of more long-links increases the node degree.

5.2 How do long-links affect interference?

Based on the previous results one can speculate that
number of conflicting links, i.e. links that cannot transmit
simultaneously, should decrease by adding more high-level
nodes. We measure the number of conflicting links by us-
ing SINR measurements. More specifically we say that a
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transmission from a node A to B conflicts with another
transmission from a node ' to I? when the SINR (as de-
fined in Section 2) at node B is lower than a threshold .
One can extend the above definition of conflict to more than
one interferer: the transmission from a node A to B con-
flicts with M other simultaneous transmissions when the
SINR at node B is lower than + after taking into account
the M interfering signals. We have considered at most 3
other interferers because of the combinatorial explosion of
the number of interferers as the number of concurrent con-
flicts increases.

Figure 6 shows the cumulative distribution function of
the number of interferences for each link of the network
(for 100 randomly generated networks). Again all net-
works are connected so that their largest components con-
tains 80% of the nodes. Furthemore, we used a SINR
threshold of 24.56dB that corresponds to 54Mbps links.
(Similar results we obtained for other threshold values as
well). The results show that the addition of 20% high-
level nodes reduces the number of conflicts for both types
of node distribution. The reductions are more substantial
for the clustered distribution. Furthermore for both cases
we observe that the reductions are becoming more substan-
tial when we increase the number of interferers. While we
report results only for 3 simultaneously transmitting inter-
ferers, the current results show a trend where when adding
long links the conflicts improve further as the number of
simultaneous interferes increases. In summary, these re-
sults indicate that the addition of long-links can increase
the number of simultaneous transmissions and thus the net-
work capacity.

6 Network Resilience

By adding long-links one should expect the network
structure to become more robust to failures. On the other
hand, if one is to compare the basic and hybrid networks
at the same level of connectivity (size of the largest com-
pouent), it is not straightforward which one is more robust
to failures. In fact, if we consider the results of the previ-
ous section, which shows that the node degree distribution
decreases as the percentage of high-level nodes increases,
one should expect that the hybrid network becomes more
prone to node failures. Next we investigate if this is the
case or not.

6.1 How do long-links affect the network resilience?

In order to capture the resilience of the network graphs
we measure the size of the largest component as a function
of the percentage of node failures. For this measurements
we assume that nodes failures happen randomly and there
is no correlation between node failures and node place-
ment. The network structures under comparison are con-
nected so that originally (without failures) the size of their
largest components is 80% of the system size. Figure 7
shows how the size of the largest component changes as
the number of failed nodes increases. Surprisingly, the hy-
brid network is more resilient to node failures compared to
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Figure 7. The largest component vs failed nodes

the basic network, even though the first has a lower node
degree compared to the second at the same level of con-
nectivity. These results indicate that the sub-components
of the largest component of the hybrid networks are better
interconnected compared to the basic network. These ob-
servations can be also supported by the connectivity results
(Figure 1), which show that the connectivity of the basic
network has a sharper transition when compared to the hy-
brid. This suggests that by adding only a small number
of links in the critical range of the short-link radius one can
connect multiple disconnected components. Unfortunately,
these few links on the other hand can disconnect large parts
of the connected component when they fail.

7 Related Work

There has been considerable work on the benefit of us-
ing directional antennas in wireless networks. Most re-
search effort has concentrated on the design of medium
access protocols (see the survey by Vilzmann ef af [15])
and such questions as neighbor discovery and routing. Sev-
eral papers, however, have investigated the effect of direc-
tional transmission on network topology [4, 16] and net-
work performance [12]. These papers showed that even a
randomized beamforming strategy, in which each node ad-
justs its main beam into a randomly chosen direction, leads
to a significant improvement of the network connectivity
and its performance properties [4, 16]. The model used
in these papers assumes that all transmission is done via
beamforming. Here we are interested in a more econom-
ical and practical hybrid model where a small number of
nodes are equipped with directional antennas. We show
that the observed benefit can be obtained with a smaller in-
crease in hardware costs. Sharma ef al [13] considered the
case of a hybrid sensor network, in which a portion of the
nodes is connected through wired links and they consider
various wiring schemes for static and mobile sirk nodes.
In contrast, in this paper we consider a hybrid network in
which all the lirks are wireless. Sundaresan ef ¢f [14] have
considered heterogeneous wireless ad-hoc networks with
smart antennas and studied the cooperative diversity gains
in these networks.

Since realistic node distributions are often non-uniform,
there has been some effort to extend random geometric
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graph models to incorporate inhomogeneous distributions.
Gupta ef al [7] analyzed networks with a single exponen-
tially distributed cluster. Our clustered model allows for
multiple clusters which can randomly overlap, modeling
scenarios which cannot be described with a single clus-
ter. The stochastic properties of this multi-cluster model
are quite different from the single cluster case; preliminary
analytical results appear in a follow up paper [5]. Avidor
ef al [1] propose a clumped model with multiple randomly
distributed clusters where the distribution of nodes in each
cluster is uniform. This model was used to study coverage
and outage probabilities in hybrid networks [2] where some
nodes are connected to a wired infrastructure. Bettstetter
el al [3] present a thinning method for producing inhomo-
geneous node distributions with nice stochastic properties,
but the model may not properly capture the clustering effect
in some networks. Nore of the models consider inhomo-
geneity of the communication links, which is our goal.

8 Conclusion

Understanding the performance characteristics of hy-
brid wireless networks, consisting of nodes with hetero-
geneous antenna technologies are of practical importance
due to various real applications in military ad hoc net-
works, with some nodes having long-range data commu-
nication capabilities and building a wireless mesh network
across remote villages. In this paper, we proposed a sim-
ple network model for heterogeneous wireless ad-hoc net-
works and we reported quantitative results on the effect that
hybrid communication capabilities have on fundamental
graph properties of wireless ad-hoc networks, namely net-
work connectivity, energy consumption, interference tol-
erance and resilience to failures. We found that when few
nodes (around 10% to 20% of the total nodes) are equipped
with long range directional antennas can significantly im-
prove the performance of the entire network along all four
criteria.

In a high level summary, the intuition behind these re-
sults is the following: as more long-range directional links
are added the short omni-directional links can become even
shorter while maintaining the same level of connectivity. In
consequence, the total energy consumption decreases and
at the same time the interference improves, as the average
node connectivity degree decreases. Surprisingly, the re-
siliency of the network improves, mainly due to the fact
that the various connected components form the giant com-
ponent with a larger number of long links. These results
are particularly encouraging because we only considered a
very simple network model that does not require any global
knowledge for coordination among the nodes. Some of the
open questions that we would like to study in the future
are the effect of employing more sophisticated schemes for
network configuration, the effects of mobility, and the im-
pact of the hybrid architecture on other more application
specific metrics.
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Abstract

In this paper, we present RFMS, the Real-time
Flood Monitoring System with wireless sensor
networks, which is deployed in two volcanic istands
Ulleung-do and Dok-do located in the East Sea near to
the Korean Peninsula and developed for flood
monitoring. RFMS measures river and weather
conditions through wireless sensor nodes equipped
with different sensors. Measured information is
employed for early-warning via diverse types of
services such as SMS (Short Message Service) and a
web service.

1. Introduction

Ulleung-do, a volcanic island located in the middle
of the Fast Sea, has an area of 72,558,826 m® and a
population of about 10 thousand. It is prone to rapid
fluctuations in weather and also located m the middle
of the seasonal typhoon path. The armual precipitation
amounts to 1500 millimeters and specially the typhoon
Nabi caused extensive damage of approximately half a
billion dollars during 5 days in 2005 [1]. Moreover,
Dok-do, which has an area of 187,453 m” and is
located to the southeast of Ulleung-do, has always
suffered from problems anchoring at the pier due to
msufficient real-time weather information. Therefore, a
flood monitoring system to cover all the rivers in
Ulleung-do and an anchoring support system are
required for inhabitants and tourists to prevent threats
from flooding.

RFMS 1s designed for early forecasting of flooding
m the whole Ulleung-do. Sensor nodes equipped with
water level and flow velocity sensors are deployed in
the upstream and downstream region of 14 rivers and
they are configured for multi-hop based wireless
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(No. ROA-2007-000-10038-0). This work was supported by the
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networks. In addition, wave height sensors and rainfall
sensors are deployed in major areas of Ulleung-do and
Dok-do. Web-enabled surveillance cameras are also
installed to guarantee reliability of the monitoring
system. The collected information is shared with
related public offices and represented through the web
service (http://211.46.3.33:4001/) and SMS in real-
time. Our system monitoring flooding and anchoring
information of the whole area in Ulleung-do and Dok-
do is currently installed and operating.

In the rest of this paper, we describe the system
architecture and characteristics of RFMS, and then
conclude our work.

2. System Architecture

RFMS is installed around whole 14 rivers of
Ulleung-do. It basically has a structure one sensor
network per river. Figure 1 and 2 show a typical
architecture and actual deployment of RFMS. The
system is divided into sensor networks and back-end
networks.

Each sensor network has one or two sensor nodes
and one base station. Two sensor nodes are deployed
basically in the upstream and downstream area of a
river in order to estimate the difference between them.
The sensor node is controlled by an Atmel ATmega
1281 8-bit processor running at 8MHz and it is
supplied with a 3.7V (7.6 Ah) battery. It utilizes a
Chipcon CC1100 RF transceiver radio operating at
447TMHz for communications and two comnectors for
supporting multiple sensors: a water level sensor, a
flow velocity sensor, and a rainfall sensor. Moreover,
the following software components are included. A
CSMA/CA MAC protocol 15 used for wireless
communications and the monitoring application is
implemented upon the ANTS-EOS [2]. ANTS-EOS is
a sensor network operating system based on a multi-
threaded architecture to support concurrent operation
of multiple tasks and flexible sensor device drivers for
the sensors used in REMS.

A base station contains a gateway and a base node.
The base node is same as a sensor node. The gateway
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running on embedded Linux is controlled by a
Samsung S3C2410 ARM processor. It equips a wave
height sensor and facilitates a CDMA module and an
Ethernet port for connection to the Internet. A wave
height sensor device driver and applications to
communicate with the back-end server and the base
node are implemented as a software component. A
telegraph pole supplies a stable line power to the base
station attached around. The installed base station
collects packets from sensor nodes, and then transfers
them to the back-end server via CDMA/ADSL.
Besides, a web-enabled surveillance camera is used to
watch the current status of actual environment.
Back-end networks are essential to verify measured
data delivered from sensor nodes in real-time and cope
with the amount of data. Data from each river is stored
in the database designed to distinguish the measured
data by rivers and sensor nodes. The GUI-based web
service providing 3D model, data graph, and other
representation materials for better readability for users,
and SMS are provided by using received data in real-
time.
For flood monitoring sensor networks, connectivity
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Figure 1. RFMS Overview in Ulleung-do

between sensor networks and back-end networks
should be maintained even in the worst conditions and
real-time communications be supported to provide the
current status of rivers quickly since rapid changes can
be caused by a sudden heavy rain. REMS provides
two-way communications not only for reporting flood
information, but for management requests from
administrators.

3. Conclusion

RFMS, a flood monitoring sensor network system
supporting  reliable  networks and  real-time
communications, is presented. Our system is designed
to forecast flooding, thercby effectively preventing
casualties from natural disaster. It was initially
deployed at the end of November 2007 and improved
in spring 2008. Packaging was strengthened with
coating and moisture proofing to stand against
unfavorable weather. As it is operational now, we
expect our flood forecasting system to properly operate
and play a crucial role in the rainy spell in summer
2008.
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Abstract— This demo presents an application providing unique
social networking and connectivity applications in a multi-hop
mobile ad hoc network including peer-to-peer text messaging,
push and pull photo sharing, bi-directional VoIP and near-real-
time streaming video. These services are provided in an ad hoc
network in which all stations are considered peers and no
infrastructure is available for assistance. The demo further
shows an important aspect of ad hoc networks, that of multi-hop
range extension.

I.  OVERVIEW AND GOALS

Ad hoc networking presents a number of abstract concepts
that can be difficult to conceptualize.  This becomes
increasingly true when dealing with autonomous ad hoc
networks, networks in which there is no infrastructure and the
devices are left to organize themselves and create an
independent network. In this framework, the utility of an ad
hoc network can be difficult to describe. As such, a physical
realization of an ad hoc network was developed so as to better
understand and demonstrate ad hoc capabilities.

While the research conducted in the authors® lab is in the
physical and MAC layers of multi-hop ad hoc networks
[1][2][3][4], it was realized that an application would need to
be created to present the ad hoc network concepts in as
tangible a manner as possible. This was especially needed
when considering the conceptually murky concepts associated
with multi-hop networking. As such, it was decided that a
social networking application implemented on touch screen
mobile phones supporting an ad hoc IEEE 802.11b network
would provide the best foundation on which to build a
prototype.

The demonstration platform has been used to demonstrate
the feasibility of ad hoc networking in consumer devices and
also to show the practicality of multi-hop networking features
such as range extension even when coupled with delay
sensitive applications such as VolIP.

II. DEMO FEATURES

The demonstration consists of three Motorola ¢680 mobile
cellular handsets (see figure 1) employing an 802.11b wireless
LAN radio operating in ad hoc mode as well as custom ad hoc
social networking software executing on an embedded Linux
platform. The software provides a compelling user interface,
designed by Motorola’s Consumer Experience Design, and
allows the handsets to engage in peer-to-peer social
networking activities. The application is deviced into two

pieces: the user interface and the application core. The user
interface provides obvious features while the application core
is responsible for providing all of the networking
responsibilities such as waiting for TCP/IP connection
requests from remote stations, managing beacons and all data
exchanges between ad hoc stations.

Presence detection, text messaging, picture sharing, two-
way VolP, one-way near-real-time streaming video and range
extension features are included in the demo application and
are described in additional detail in the following sections.

Fig. 1 Motorola €680 mobile cellular handset and main screen of social
networking application

A. Proximate Presence Detection

The main screen of the application provides the interface
seen in figure 1 above and figure 2.a below showing pictures
of all other users that are on the ad hoc network. The
application learns of other handsets through a multi-hop
beaconing protocol. Stations periodically broadcast a beacon
message to all neighboring stations listing the identity of the
broadcasting handset. Proximate stations will receive the
beacon message and will rebroadcast the beacon to their
neighbors with hop count and sequence ID restrictions. If the
message is the first beacon received from the transmitting
station, then the receiver will send a request for a photo icon
to the transmitting station through the multi-hop network. In
this way, stations make their presence known through the
network and present a graphical representation of user
availability.

B. Multi-Way Text Messaging

Text messages may be created and sent to any of the users
in the ad hoc network, even if the station is not within direct
radio contact with the remote user’s handset. The user first
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chooses one or more icons on the main screen and then selects
the Chat menu. which opens the chat window shown in figure
2.b. Once in the chat window, text messages may be entered
and sent to all participants. They, in turn, may respond with
text messages in a flowing conversation style.

Once a text message has been entered and the user presses
the send button, the user interface passes the message to the
application core, which is responsible for sending the data to
each of the recipients’ handsets. The core accomplishes this
by unicasting the message to each recipient’s handset in a
serial fashion. While some transmission overhead could
potentially be saved through the use of multicast groups,
delivery of text messages should be a guaranteed service, a
guarantee that cannot be made when using multicast IP alone.

C. Push and Pull Content Sharing

Images may be transferred between two handsets in either a
push or pull fashion. In push mode, the interface for which is
shown in figure 2.c, a user may send a picture to another user
in a manner analogous to traditional picture messaging. As
with text messaging, the user interface will pass the content to
be sent to the application core, which will then unicast the
content to each receiving device in turn.

In pull mode. a user may browse the content made available
by another user on their handset and pull the shared images
over the network for local viewing. In this implementation,
users may control the content being shared through a straight
forward interface where content is either shared globally or
not at all.

Finally, while this demonstration presents image sharing,
there is no restriction from sharing other types of content as
well. For instance, the application could be trivially extended
to display lists of music, text documents or any other file type
shared on a user’s handset.

D. Bi-Directional VolP

Users may also engage in two-way real-time VolP phone
calls by selecting a participant and then clicking on the Talk
menu item, which opens the talk interface shown in figure 2.d.
As with all previous features, the user interface directs the
application core to establish a VoIP session with the specified
user. The core then becomes responsible for establishing and
maintaining both the TCP/IP control and RTP/UDP/IP voice
streams. The control stream supports a custom control
protocol used for call setup and maintenance while the VoIP
stream is transported as unencoded 8 KHz 16 bit PCM 20 ms
voice frames.

The Talk feature makes the most impressive use of the
range extension capabilities, which will be described later,
provided by a multi-hop ad hoc network and demonstrates that
a multi-hop network provides performance suitable for
supporting real-time streaming applications.

E. Near-Real-Time Streaming Video

The final feature provided by the demonstration 1s that of
near-real-time streaming video. In this application, video is
read from the handset’s integrated video camera and streamed
across the ad hoc network to a receiving device after a short
processing delay. As with all previous features, the data
transport is handled by the application core and is independent
of the user interface. This feature is capable of being run
simultaneously with a VoIP session and serves to demonstrate
the multi-hop network’s ability to support high bitrate
applications requiring high QoS.

F. Range Extension

The demonstration equipment is also capable of providing a
demonstration of using a multi-hop ad hoc network to extend
the range at which two handsets may communicate. In this
presentation, the handsets utilize pre-defined IP routing tables
to determine their route to one another. One of the three
handsets acts as a bridge between the other two handsets
relaying their traffic. In order to demonstrate the range
extension capabilities, one handset is moved away from the
relay and the receiving handset until the connection begins to
degrade. The relay handset is then moved into a location that
allows the two dependent handsets to re-establish a solid
connection to one another. This simulates how multi-hop
networks can heal themselves through dynamic routing
protocols.



IIT. DEMONSTRATION OPERATION

The demonstration is self contained consisting of three
e680 cellular handsets outfitted with TEEE 802.11b WLAN
radios. At bootup, each handset will enable the 802.11 radio,
associate 1t with a predefined channel in the 2.4 GHz band and
also with a predefined SSID. Bootup scripts on the handsets
also configure the network interface and assign it a predefined
IP address. The configuration utility also ensures that IP
packet forwarding services are enabled.

Because the objective of the demonstration is to show the
concepts of ad hoc networking, several constraints are placed
on the handsets to provide a more consistent demonstration
experience. For instance, the range of the handsets has been
artificially limited so that the units are more likely to require
multi-hop connections at relatively short ranges. Also, pre-
defined static routes are used to provide a more consistent
presentation experience by avoiding problems created by
temporary fades or environmental obstacles.

I'V. CONCLUSION

The demonstration that the authors have prepared presents
a compelling use case example of an ad hoc network and has
historically been received with excitement and enthusiasm. Tt
provides a tangible example of how a practical ad hoc network
could be leveraged in a consumer device. It also effectively
presents the concepts of a multi-hop ad hoc network and its
ability to provide range extension.
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