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NOV.17 NOV. 18 NOV. 19 NOV. 20
Events Monday Tuesday Wednesday Thursday
Exhibits 7:00p-9:00p{10:00a-6:00p| 10:00a-6:00p | 10:00a-4:00p
Keynote - 8:30a-10:00a - -
Invited Speakers - 8:30a-10:00a|8:30a-10:00a
Poster - 5:15p-7:00p - -
10:30a-12:00p
Masterworks - 10:30a:5:00p| 3:30p-5:00p |10:30a:5:00p
Panels - 3:30p:5:00p 10:30a-12:00p 3:30p:5:00p
10:30a-12:00p|10:30a-12:00p
Papers - 10:30a:5:00p| 3:30p-5:00p | 3:30p-5:00p

Workshops 8:30a-5:00p - - -
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(1)Higher Performance : Supercomputing in the Connected Era(= 7
» ' Michael Dell, Dell Inc.)

(2)Developing an interoperable IT Framework to Enable Personalized
Medicine(= & * : Kenneth H. Buetow, National Cancer Institute)

(3)Parallel Computing Landscape : Aview fromBerkeley(= & * : David
Patterson, University of California Berkeley)

(4)High Performance Computing and the Energy Challenge : Issue and
Opportunities(= & " : Jeffrey Wadsworth)

(5)Computation Frameworks for Subsurface Energy and Environment



Modeling and Simulation(= 7 * :Mary Wheelar, University of Texas
at Autin)
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(1)HPC 1n the Arts

(2)HPC 1n Transportation

(3)HPC 1n Finance

(4)HPC in Biomedical informatics

(5)HPC in Alternative Energy Technologies

(6)Green HPC
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(1)Application for Heterogeneous, Massively Paralled Systems

(2)Will Electric Utilities Give Away Supercomputer with the

Purchase of a Power Contract ?

(3)My Cloud, Your Cloud

(4)SC Past and Future

(5)Exa and Yotta Scale Data

(6)The hungry Music Monster

(7)Disruptive Technologies: Weapons of Mass Disruption
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€ Application GPUs @ Processor and Switch Architecture
€ HPC Systems @ Biomedical Information
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1/0 and File Systems
Grid Resource Management
Large-Scale Application
Runtime Systems
Workflows

Linear algebra
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Tuesday Nov, 18
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:30AM-12:

:30PM-02:
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00PM-02:

:00AM

:00AM

:00AM

:30AM

:30AM

:30AM

00PM

00PM

00PM

00PM

00PM

00PM

30PM

Programming models

1/0 Performance

Scheduling

Grid Virtualization and Overlays
Performance Tools

Visualization and Data Management

Application: Models and Analysis
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System Performance Optimization

Title

Entering the Petaflop Era: The Architecture and Performance of

Roadrunner
High Performance Discrete Fourier Transforms on Graphics Processors

Dynamically Adapting File Domain Partitioning Methods for Collective
I/0 Based on Underlying Parallel File System Locking Protocols

Stencil Computation Optimization and Autotuning on State-of-the-art

Multicore Architectures
Bandwidth Intensive 3-D FFT kernel for GPUs using CUDA

Using Server-to-Server Communication in Parallel File Systems to

Simplify Consistency and Improve Performance

Scientific Application-based Performance Comparison of SGI Altix 4700,
IBM POWER5+, and SGI Altix ICE 8200 Supercomputers

Adapting a Message-Driven Parallel Application to GPU-Accelerated

Clusters

Scaling Parallel I/0 Performance through I/0 Delegate and Caching
System

Efficient Management of Data Center Resources for Massively

Multiplayer Online Games

Performance Optimization of TCP/IP over 10 Gigabit Ethernet by Precise

Instrumentation

A Multi-level Parallel Simulation Approach to Electron Transport in

Nano-scale Transistors

Feedback Controlled Resource Sharing for Predictable eScience
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Wednesday Nov,
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O00PM-02:30PM Wide-Area Performance Profiling of 10GigE and Infiniband Technologies
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:30AM
:30AM
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03:30PM-04:00PM

03:30PM-04:00PM

04:00PM-04:30PM

Accelerating Configuration Interaction Calculation for Nuclear

Structure
Efficient Auction-based Grid Reservations using Dynamic Programming

Asymmetric Interactions in Symmetric Multicore Systems: Analysis,

Enhancements, and Evaluation

Dendro: Parallel Algorithms for Multigrid and AMR Methods on 2:1

Balanced Octrees

Characterizing Application Sensitivity to OS Interference using

Kernel-Level Noise Injection

Performance Prediction of Large-scale Parallel System and Application

using Macro-level Simulation

A Novel Domain Oriented Approach for Scientific Grid Workflow

Composition

Toward Loosely-coupled Programming on Petascale Systems
Early Evaluation of BlueGene/P

Nimrod/K: Towards Massively Parallel Dynamic Grid Workflows

SMARTMAP: Operating System Support for Efficient Data Sharing among

Processes on a Multi-core Processor
Lessons Learned at 208K: Toward Debugging Millions of Cores

Applying Double Auctions for Scheduling of Workflows on the Grid

19
Title

A Novel Migration-based NUCA Design for Chip Multiprocessors
Communication-Avoiding Gaussian Elimination
Extending CC-NUMA Systems to Support Write Update Optimizations
=Benchmarking GPUs to Tune Dense Linear Algebra
High-Radix Crossbar Switches Enabled by Proximity Communication

“Massively Parallel Genomic Sequence Search on the Blue Gene/P

Architecture
The Role of MPI in Development Time: A Case Study

<“An Efficient Parallel Approach for Identifying Protein Families from

Large-scale Metagenomic Data
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00PM-02:
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:30AM

00PM
00PM

00PM

00PM
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30PM

:00PM

:00PM

:00PM

00PM

00PM

“An Adaptive Cut-off for Task Parallelism

EpiSimdemics: An Efficient Algorithm for Simulating the Spread of

Infectious Disease over Large Realistic Social Contact Networks

Programming the Intel 80-core Network-on-a-chip Terascale Processor

20
Title

PAM: A Novel Performance/Power Aware Meta-scheduler for Multi-core

Systems

“Hiding I/0 Latency with Pre-execution Prefetching for Parallel
Applications

A Dynamic Scheduler for Balancing HPC Applications

Characterizing and Predicting the I/0 Performance of HPC Applications

using a Parameterized Synthetic Benchmark
“Proactive Process-Level Live Migration in HPC Environments
Parallel I/0 Prefetching Using MPI File Caching and I/O Signatures

BitDew: A Programmable Environment for Large-Scale Data Management and

Distribution
“Scalable Load-Balance Measurement for SPMD Codes

“Using Overlays for Efficient Data Transfer over Shared Wide-area

Networks

“Massively Parallel Volume Rendering Using 2-3 Swap Image Compositing
Capturing Performance Knowledge for Automated Analysis
The Cost of Doing Science in the Cloud: The Montage Example

High Performance Multivariate Visual Data Exploration for Extremely

Large Data

“Analysis of Application Heartbeats: Learning Structural and
Temporal Features in Time Series Data for Identification of Performance

Problems

Server-Storage Virtualization: Integration and Load Balancing in Data

Centers

Materialized Community Ground Models for Large-scale Earthquake

Simulation

“Positivity, Posynomials and Tile Size Selection



04:00PM-04:30PM

04:00PM-04:30PM

04:30PM-05:00PM

04:30PM-05:00PM

A Scalable Parallel Framework for Analyzing Terascale Molecular

Dynamics Trajectories

«Global Trees: A Framework for Linked Data Structures on Distributed

Memory Parallel Systems

“Parallel Exact Inference on the Cell Broadband Engine Processor

Prefetch Throttling and Data Pinning for Improving Performance of
Shared Caches

7. 7 (B (Workshops)
£ F 7 (B (Workshops )3 %y -

Sunday Nov, 16
Time
08:30AM-05:00PM
08:30AM-05:00PM
08:30AM-05:00PM
08:30AM-05:00PM
08:30AM-05:00PM
Monday Nov, 17
08:30AM-12:00PM

08:30AM-05:00PM

08:30AM-05:00PM

08:30AM-05:00PM

08:30AM-05:00PM
08:30AM-05:00PM
01:30PM-05:00PM

Friday Nov, 21

Time

08:30AM-05:00PM

8. kI

Title
Grid Computing Environments (GCE) 2008
Workshop on Ultra-Scale Visualization
Power Efficiency and the Path to Exascale Computing
Node Level Parallelism for Large Scale Supercomputers

Workshop on High Performance Computational Finance

Workshop on Many-task Computing on Grids and Supercomputers (MTAGS)
Petascale Data Storage Workshop
Bridging Multicore's Programmability Gap

Nuclear Energy Advanced Modeling and Simulation: Enhancing Climate

and Energy Security Opportunities

High-performance Reconfigurable Computing Technology and
Applications (HPRCTA'08)

Supercomputing, Multicore Architectures and Biomedical Informatics

The 3rd Workshop on Workflows in Support of Large-scale Science
(WORKS08)

Title

The Fourth International Workshop on High Performance Computing for

Nano-science and Technology (HPCNanoO8)
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1.Chair’

s Welcome

Welcome g0 Austn, Texss, the Aussin
Convention Cener and SC08, the 21
Inmemational Conference for High
Srorage and Analysis. This year, in adds
tion v Feanaring the lwest scieniific and
rechinical innovarions in he field from
around the wotld, and demonstrasing how

developments ase driving aew e,
disceverics and Indusuies, 2nd changing
education, we an: cehebeating the 20th
e
anniversary of the first SC Conference,
then called Supercomputing, which was
hebd in Orande, Florida in 1968, This
important milestone is 2 focus of this
year's conference, with the being a
Large bobbey display thar recounts the pro-
gression of high performance compuring
{HIC) and our comenunicy, sed the
impace of the 5C Conference on HPC
and socicty st large. As part of the 20th
Anniversary Inisagve, SCO8 atrendees
peceive 3 souvenir DV, which includes a
video that highlights the past 20 years,
andd have access to 2 newly-esmblished dig-
ital archive with noteworthy photos,
videot and texoal ancodores, which pro-
i 2 histosical perspective of the 5C con-
ference seties, [n addition, on Fraday, 2
panel of focmer SC General Chairs will
review the past 20 years and, with the help
of you and your colleagues, will predice
the next 200

Remarkably, considering its stoe,
becadth and depth, this conference is the
product o e ffors of bundreds of vol-
unreers From industry, academi, govern-
mm:gmd:::ndmmd,m}m
with whom 1 have had the pleasure m
MTﬂE‘d‘“mehnncd-dm[_
mmﬁ:mm}!ﬂimhﬁns
WSEE;W$EWﬂwm
ACM smd TEEE Computer Socicry The
direkess effores of the SCOE vohineeers and
conuszctors have resulked in outstanding
mﬂﬂlmarﬁ.&jbﬁnmrdﬂ
offers atrendees the oppormunity o explore
the bagest advances in high performsanocs
CEI.IJTIPIJI!-InE,_ mn‘ﬁtﬂ-@Mt% s,
data management, schentific visuslization
ﬂﬂdwﬂibwatir:mduw}ugiﬁm
in & record-hreaking 200 Industry and
lﬂlﬂ‘—-ﬂii-'- Fxhibirs from he world's
|eading companies and organizations. In
addition, Exhibitor Porum preseniations
WI]HEH@T#WWMQFM
Tndusiry Exhibitors, including new prod-
”m‘”d“]:ﬁmd&ireumﬂ.ﬁ:ﬂdﬁmﬂ
tharikes mo dhe effors of & 110-member
negworking team, the Ausin Convention
Center is the home, for seven dags, t one
of the most pewerful networks in the
woek] — SCiner, which ok mare than

mc}lﬂmphnm'im'ﬂdﬁminﬂnﬂ

14



and configure. SCinet will deliver aimaost
200 Gbps WAN connectivity to SCO8
exhibitors.

Given the impressive response from
the communirty to our Call for
Participation, the SCO8 Technical
Program promises 1o be outstanding. This
year we broke a number of records for
submissions — 277 wechnical papers, 177
postess and 102 BoFs. Although many of
the technical papers were of high quality,
because of space limitations, the reviewers
accepred 59 — these papers represent
some of the most exciting developments
in applications, architecrure, grids, net-
We received 21 ACM Gordon Bell Prize
submissions and accepred six as finalises
for two prizes, peak and special; the final-
ises will give presenmations on
and Thursday. The referees accepeed 55
{of 151 submitted) regular posters and five
(of 19 submirted) ACM Student Research
Competition (SRC) pasters, which will be
displayed in the lobby of the convention
center; the Poster Recepuion st 5-7 pom.
an Toesday will give you the opportunity
to converse with poster presensers, and a
special Wednesday evening session will
showease the ACM SRC semi-finalists.
During the week, 53 BoFs will give you
plenty of oppormunities to discuss wpics of
commeon interest in informal serings. In
addition, the Doctoral Showcase will give
poeential employers as well as prospective
Ph.D. candidates a glimpse of the research
being conducred by 13 {our of 44 aspi-
rant) Ph.D. candidaves, three of whom ane
the first-ever ACMITEEE Computer

Society High Performance Computing
(HPC) Ph.D. Fellows.

The Technical Program also feanures
seven pancls, including one focused on
Disruptive Technologies, which is comple-
mented by five exhibits thar focus on
innovative technalogies or products that
threaten to overturn their dominant coun-
terparts in today’s markerplace; and four
Challenges — Analytics, Bandwidzh,
Cluster and Storage, which exploit the
competitive spiric of the panticipanis.
There are abso 13 independentdy planned,
full-, hatf- and multi-day workshops,
being held on Sunday, Monday and
Friday in conjunction with SCOB and
extending its impact by providing greater
depth i the associased technical areas. As
wsual, 2 wide range of topics is covered by
SC Tutorials — 25 (of 49 submicred),
which are scheduled an Sunday and
Manday. This year, there are 10 half-day
and 15 full-day nutorials, relevant w varn-
ous bevels of expertise, raught by leaders in
the field.

Being in Austin, it is firting that the
conference will commence on Toesday
with a presentation by Michael Dell, the
Wednesday and Thursday, four renowned
plenary speakers will focus on ropics relat-
ed vo SCO&'s Technology Thwsts,
Biomedical Informatics and Energy, as
well as the challenges presented by many-
core/multi-core processors. Moreover, dur-
ing the week, 16 invieed Masterworks pre-
senters will illustrate innovative ways of
applying high performance computing,
networking, storage and analysis in the

15
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fields of biomedical informarics, energy,
finance, transportation and the humani-
ties.

SC08 condnues the conference’s
effors in broadening participation in the
around the globe in groups and disciplines
that mraditionally have been underrepre-
sented in HPC or at the SC Conference.
Accordingly, the conference hosss
Educarion, Broader Engagement (BE) and
Snudent Volunteer programs. This year,
SC08 is hesting 200 sudent volunteers,
up to 90 BE participants and 120
Education Program participants, as well as
BE's first Student Job Fair for dhe nearly
500 students involved in these programs.
In addition, BE is expanding its mentor-
ing: activity, which pairs participants in
these programs with volunmer mentoss,
i.c., guides-on-the-side with respect o the
conference, the exhibits and career pachs,
and BE participanis, student volunteers
SC Your Way booth, which like its web
counterpart, can help you get the most
nmn&'wuruipmﬁmdn—hdpmﬁud
a hotel room and restaurants, view the
Technical Program schedules, navigate a
route through the Exhibits and ger around
the city.

The mulri-year Education Program,
which includes summer week-long work-
shops and an on-site program during the
conference, was designed o be suscainable.
This summer, the SCO8 Education
Program hosted 250 pasticipants and 11
mmdwpm&mmdunaw:@ﬁuf
curricular issues involved in integrating

supercomputing technalogies with the

ﬁmwggp
alled com
mathemsarics disciplines. For the first time,
workshops were hosted outside the
Continental U.S. — one in Puerto Rico
and one in Costa Rica. Complementing
the workshops, the on-site program,
themed "Desktop t Grids.”showesses
and leverages rechnologies on the exhibits
floor thar can impact curticulum design.
Topics range from high performance com-
pucing usi ing units
(GPUs) in an operating systems course to
the melding of large population data sois
with Google maps w support teaching of
the "spread of discase” cusriculum require-
ment in K12, To support post-conference
curriculum development, the SCO8 and
5009 Education Chairs recently deployed
"Fdu-Gad," a dedicated HPC resource
fior use by educators for curriculum devel-
opment - they received the 2008 Campus
Technologies Innovator award for chis
uﬁumr'hmumdnum:hunnm:mh
are accessible from CSERD, the
Computational Science Education
Reference Desk, a Pathways project of the
National Science Digital Library funded
by MSE; in the furure, these materials will
be cross-referenced with the ACM and
TEEE. digital libraries. Recognition of the
value of the SC Education Program is
demonstrated by the 320 applications for
the on-sire program — and the 120 who
were selected 1o join us at SCOB in Austin,
Given that Austin is the Live Music
Capital of the World, SCO8 would not be
complete without the SC08 Music
Initiative, which endeavors to bring
together music, musicians, music bovers,
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science and scientists. Accordingly, the
Technical Program features a panel, a
Masterworks session and a rutorial relared
w music and HPC. In additon,
ViSCiTunes explores the relationship
berween scientific visualization and music;
DigiVibes tests your ability to differentiate
compater-generated music from music
played on musical instruments; and a
Music Room at the convention center
provides a place where you can take a
break and either play or listen!

As you can see, there is a lot to avail
yourself of at SC08. And, I didn't even
mention the Awards Session on Thursday
— b sure to artend it and help celebrare

night social event, “Ways of the West —
Tiexas Seyle”, which will showcase the
music, food and culture of three diverse
populations of Texas. The SCO8
Commitree and | sincerdly hope that you
enjoy the conference, the exhibits, the
people, the parties and the great city of
Austin.

Patricia J. Teller

SC08 General Chair _
20 Years - Unleashing, the Power of HPC
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2.General Information

SCOB is the premier internatioesal confer-
ence on high perfarmance compuring, net-
working, sorage and analysis. Since the first
SC conference in 1988, 5C has continued
1 expand 35 the frontiers of high perform-
ance computing have expunde, offering
new initiatives and experiences for amendess
each yexr. As it mars is 20th annnecsary,
S008 will provide special exhibits and pre-
sentations looking back ar the history of the
conference and the field of high pecform-
ance compuring. Ae the same tme, the con-
Ference will continue it Jong rdirion of
providing a beok as what the future holds.
“This conference program is your guide
m“ha:':happmhlginﬂunh&ewuiuf
Movember 15- 21, 2008, As abways, SC will
 host an exceptional technical progrm, mto-
rials, workshops, educational progran, an
1 exhihir area filled with displays from indus-
try and rescarch leaders, and many other
! activities. Tn addition, SC08 also offers
many epparanites for socalizng and net-
) warking with collsagues. Ower the year, the
§ conference has growm to include scentsts,
¢ researchers, software developers, nerwork
:'eug,in:::s,vhﬁ]hmiun programmers, poficy
mikers, corporane managers, CHOs and TT
}adninismmm in wniversities, industry and
governament woskdwide.
3 Artendess learn abour state-of-the-field
developments in echnolagy, applicadons,
Y vendor products, research resubts, mational
policy and natonall insernagional inidatives.
J They se how mmaorrow's wechnology can be
« pplied to real-world challenges and how

high perfrnance compusing, nerworking.
stomage and analysis effects the way we
understand and inwract with our world. 1If
there is ane common theme of all SC con-
fesences, it is thax the impaces of HPC and
relaced technclogies are many and far reach-
ings they extend o education and using
modeling and simulstion w enhance chass-
rocnt leamning w0 using CoMpULing power 0
solve heretafote unsolvable problems in
nannscience, hiovechrology, climare
research, drug research, homeland defense,
anchear rechnolagies and many other fields.

W look Forwand to your participation
in SC08 and urge you 1o nse this progmm
a5 your guide m programs and special evens
througheus the week. Also keep in mind
thar SC & much more than whar you will
find betweeen the pages of this guide. Take
the time oo visit the exhibits, ealk with lead-
ers from industry and acadernia, share ideas
with your colleagues ar Birds-ofa-Feather
sessions, or offer your [nsights m s promis-
ingz student or new conftrence participant.
Farsally, 25 a saluse to our host city which i
celebeared for its five music soene, the SC0B
Wfusic: Inigative offers you the opportunity
oo combine music, sound and computing in
a number of ways, from playing your own
music to exploring hew music can comple-
rvent scientific visulization. Tune in and
enjoy!

W welcome you to Ausiin and look
forward o your partcipation.

18



Registration Desk/
Conference Store

The registrarion desk and eonference store
are located in the comvention center lobby:

Registration Desk &
Conference Store Hours

Saturday, Nev. 15 1pm.-&p.m.
Sumday, Mov. 14
Monday, Now. 17
Tuesday, Nov. 18
Wednesday, Nov. 19
Thursday, Nov. 20

Friday, Now. 21

T30 a.m, - & p.m.
7:30 aum. - ¥ pum.
7:30 a.m. - & p.m.
7:30 am, - & pom.
7:30 a.m., = 5 pum.

Bam.- 17 am,

Registration Categories

Tuterials

Full-day and half-day rusorials are offered
on Sunday and Monday, Movember 16
and 17. Torials are not included in the
Technical Proigram registrarion fee and
require separate registration and fees.
Artendess may choose a one-day or rwo-
day passport, allowing them to move
freely berween mutorials on the sdlecred
dhay{s). Turorial notes and luncheons are

provided for cach registered tunorial
antenwdee.

Tutorial Notes

Registered rurorial attendees will receive 3
copy of all iworial notes on a compurer-
reaclable medivm; no hardcopy notes will
be distributed or available, Some of dhe
wirorials will have hands-on compomnents.
For these, anendees must bring their own
laptops with S5H software installed.
Rooms used for hands-on tusorials will be
Ethernet cables, SCinet wirdess network-
ing, and power drops, but there will be no
compuzer support available. Please arrive
carly, as there may be msorial-specific sofi-
ware to install on your liptop.

Technical Program

Technical Program regiseration provides
access to plenary talks, posters, panels,
BOFs, papers, exhibits, challenges, swands,
Masterworks, the Docioral Showcase, and
waorkshops,

Exhibitor

Exhibitor registration provides access o
the exhibit floor and to limited Technical
Program events for amendees affiliased
with organizations with exhibits on the
show floor.

Exhibits Only

Exhibies Only registration provides acoess
to the exhibit floor for all three days of the
exhibition during regular exhibit hours. It
does not provide access 1o the Monday

12 are not permitted on the Aoor except
during Family Hours (4-6 p.m.,
Wednesday, November 19), and must be
accompanied by a family member who is
a registered conlerence attendee,
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access 1o all evenes excepe Turorials and the
exhibyit hall.

Proceedings
Awtendees registered for the Technical
Program will receive one copy of the
SCDE proceedings on a USE flash drive,

Lost Badge
There is a $40 processing fee to replace
bost badges.,

Membaor, Retired Member and
Student Registration Discounts

To qualify for discounted registration
rates, present your current [EEE, 1EEE
Compurter Sociery, ACM, or ACM
SIGARCH membership number or a
copy of 2 valid full-time sudent identifica-
tion card when registering. You may com-
plete the IEEE Computer Sociery and/or
in your conference bag and resurn it 1o the
Special Assistance desk in the registration
area to receive the member discounted
FegISITANON rafe.

20

Student Volunteers
Undergraduare and graduare studens vol-
unteers assist with the adminisration of
the conference and in exchange reccive
miost meals,

Seudent volumteers have the opportuni-
ty to experience and discuss the biest
HPC technologies and w mect leading
researchess from around the world while
coneriburing to the success of the confer-
ence. SCOB artenders are encouraged 1o
share informarion about the SC Student
Volunteers program with their colleagues
and o encourage their students to apply
For Ruture confenences.



Registration Pass Access

Ench regisoration carepory provides scoss o a different sex of conference aciviries, as
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Maps
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4 .Tutorials

Tutorials

The 5CIOE Turorals I."'rngr.un offers in-
r[t'pd'l [MSTTRECT I IEE'-I.I’IJ.'L‘!.: ||I'_'.rl::|||'r lewel
of expertise. For those relatively new o
high performance compuiing, network-
img, siorage and analysis, there are oppor-
tunities o get up 1o speed in the feld with
bassc tutorals. For 20-year veterans, there
are advanced miorials on spectal wopics
and new developments, mught by leaders
in the hicld. And there are plenty of offer-
ings for everyone in berween,

This year, 10 half-day and 15 full-day
mutorials are offered. There are nine new
wuorals scheduled and 16 thar have been
presented ar previows SC conferences.
Many of the "old” nutorials have been sig-
nificantly updated since their last ouring,

Topics include:

* marallel, discribured and muli-core
compurng

L ]1;‘|I:"..I]L|-_| [‘l-l'ldtl-|3_l'|1'.1.1:||n'|.i:||_-_rI wned 1.‘|-|_'I,'r|.|ﬁ;i ng,

* high performance programming
banguages and systems

* performance modeling, analysis and
AL

» software rools and libranes

* netwarking

* file syseems and 11O

24

Andl, for a truly out-of-the-bax topic, con-
sider the Computer Music Tuonal = an
SC firs-linked o the Music Initiative,
Arrendess may choose a ene-day or owo-
day passport, allowing them w move
freely berween tutorials on the selected
days, Tutorial notes and luncheons are

provided for each registered narorial
arrendes,

Mote: Mo hardeopy notes will be dis-
uributed. Exch registered rurortal amendes
will receive a copy of all the muorial notes
on 4 computer-readable medium only:

Some of the mutonials (503, 506, 507,
508, MO3, MO4, M11) will have hands-
on components. For these, amendees must
bring thar own laptops with 55H soft-
ware instlled. The tutorial rooms will
have wired nerwork drops, Erherne
cables, SCiner wircless and power drops,
bur there will be no computer suppore
availshle. Mease arrive cardy, as there may
e tutomal-specific software w insall on

:..1:||.|.r |.]|,'II'|:_!I]:I



5.Papers

The SC08 Technical Papers program offers an exitmg forum for disseming ting impartant

advances aned innovaiions in higl'l performance computing, n-:r'l.l-u_'n-rl-;_i|'|g, storage and .m-.i]:p.-.i.-._
Fifty-nine papers, chasen from 277 submissdons, will be presented in 20 sessions during the
course of the wchnical program

Mearly as impressive as the quality is the drversicy of the papers, which cover the full range of
SCD8 rechnical sreas, i|5|:|'Jr:|'i||g Applicanions, Architecture, Grids, Networeks, Performance and
Svitern Software,

The sesmions will feature chree preseniations each and cover the followang mogics:

* Applications on GPUs * Processor and Switch Architecture

* HIPC Sysiems * Biomedical [nformacics

* 1/0) and File Systems * Programming Models

*» Gorid Resource ;"l.-f;mugl:mq_'ur ' # 11O Performance

* Larpe-Scale Applications * Scheduling

» Metwarks * Lind Virmualization and Overlays

5 |-'Ir.!_!,{'-5-|:.'ll|: 5}.-‘.':I:|.1|1 Pertormance * Performance Tools

* Runtime Systems * Visualization and Dam Management
« Workdlows * |"'|._|'lp|i'q_:|l'u|:1ﬁ.' Muodeds and Analysis

* Linear Algebea * System Performance Optimization

Papers that arc candidares for awards are identified in this section, Awards are presented
tor best techaical paper and best student paper and will be announced ar the conference
Awards Ceremony 2t 1:30 p.m. Thursday, Now. 20,
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6.Panels & Workshops

Panels

The SCI8 Panels program aims e being our
the bess, or ar beast the mas interesting and
challenging, ideas ar the conference. Designed
w promoe discustlon on large and small top-
scs, panels bring ropether grear chinkers, prac-
ationers, and the occasional gadfly to presens
and debete variows opics relevant so high per-
formance computing, networking, somge and
analysis, Audience participation is always
wﬂmw-wﬂwh

This year's pancls cover a range of opics,
including many conference themes:

* Applications For Heterogeneous, Mascivdy
Paralle] Systems

* Will Electric Ukilites Give Away
Supercompuiers with the Purchase of a
Poweer Contrace?

* My Cloud, Your Cloud

* S Past and Fumnure

* Fun and Yous Seale Dana

= The Hungry Music Manster

* Disrupsive Technologics:
"'EPJIE-D-EH[E Ui.p'up-ri_l;l-n_
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7T.Awards & Challenges

Awards & Challenges

The SC Conference continues to serve as
the venue for asnoun i"E Frrl_lti:-;.ﬁiun.;ﬂ
awards thar recogneee l-l:r_g.' conirbunons o
high performance computing, neowork-
ing, storage and analysis. The distin-
E,uishﬁ."i !‘J-il.{lu.-_l.- Fernbach Memaorial
Award and the VTR {:hn].' 1,_"|:||1'||__'|u|;¢_-r
science and Engineering Awand are high-
lighted ar SCO8 in a plenary wchnical
program sesuon on Wednesday, Now. 19.

The Best Paper, Best Student Paper and
Best Poster awards recognize the finess of
the many outstanding papers in a highly
compenave technical prOgram. Crther
reCogn s of achievement include the
Cordon Bell Prime winner, awards for
Challenges, ACM Student Research
Competition and the HPC Ph.D.
Fellowship. These prestigious honors are
presented in a special awards session on
Thusesclay, Nov. 20, 1:30 - 3:30 p.m. in
Ballroom [,
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ACM Gordon Bell
Prize

The ACM Gordon Bell Prize has been
awarded since 1987 o recognize outstanding
achievernent in high performance comput-
ing, It &5 now administered by the
Association for Computing Machinery
(ACM), with financial support for the
stipend (currendy $10,000) provided by
Gordon Bell, a pioncer in high performance
and paralld computing,

The purpose of the award is ro track the
progress of leading-edge wechnical comput-
ing, namely simulation, modcling and large-
scale data analysis, as applied 1o science,
have been recognized for landmark compu-
tathons ar performance rses thar have in
some cases opped 100 teraflopds. In addi-
tion 1o the main ACM Gordon Bell Prize,
the Bell Prize Committee may, at its discre-
tion, grant 2 special awand vo recognize an
achievernent in a related aren such =
price/performance. usage of innovative tech-
nigues or non-traditional types of compurs-
tion.

Absrracts from this year's Goedon Bell
Prize Finalists follow: The winner (or win-
ners) will be announced ar the Tharsday
awrards prograim.

Wednesday, Nov. 19
Gordon Bell 1

Chair: Maseo Vidder (Barcelona
Superconpuring Cester)
Ballroom G
230 p.m. -5 p.m.

High-frequency Simulations of Global
Seismic Wave Propagation using
SPECFEM3D_GLOBE on 62K
Processors

Lavra Carvingron (Universicy of Cafifrmia,
San Diege), Dimitri Konsatitsch (University of
Piaw), Mt Tiketr, Michae! Lavrevezano and
Allan Snavely (University of California, San
Dicgo), David Michéa (University of ),
feraen Tromp (Califormia lutine of
Ak Mk £ G bty o

SPECFEM3D_GLOBE is a spectral-ele-
global scismic wave propagation in 3D
taring Farth models ar unprecedenced reso-
huion. A fundamental challenge in global
seismology is v moded the propagarion of
waves with periods berween | and 2 sec-
propagate dear across the Earch. These
waves help reveal the 3D structure of the
Earth's decp inserior and can be compared
a 3D simularion reaching a shortest period
of 3 seconds, serting a new record using 12K
processors of the Cray XT4 Franklin ax
NERSC. Final results aim to break the 2-
second barrier using 62K processors of the
Ranger supercompurer ar TACC, and
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approach the |-yecond shortest period.
There will be no need 1o pursue smaller
pnndhhnmn:h@hﬂﬁwnpﬂl dias
not propagate across the entire globe,

Multi-teraflops Simulations of
Disorder Effects on the Transition
Temperature of the High Tc
Superconducting Cuprates

Coonzale Alvrez, Michael 5. Summers,
Markus Esenbach and feveny 5. Mevedich
(Chak Riclpe Niasional Laborasory), Jeffrey M
Larkin and Jobm M, Levesque (Cray Inc.),
Thomas A Maier, Pawd R Kene, Eduards
D Azeveds, and Themuer C. Schaulithey Ok

Ridge Naational [ aborazory)

achvances in recent years now make possible
systematic Chantum Monre Carole (QMO)
simularions of high temperarure (high-Te)
superconductivity in a microscopic moded,
the two dimenstonal (2D) Hubbard moded,
with parameters relevant 1o the cuprare
materials. Here we repart the computarional
advances thar enable ws to study the effect of
disorder and nano-scale inhamogencities an
is written with a generic and therefore exen-
sible approach and is twned ro perdorm well
at scake. On the Cray XT4 at the Mational
Center for Computational Sciences, for

on 31 thewsand processors and thereby rou-
tinely achieve a susained performance that
exceeds 100 weraflopfs . We present here a
study of how rndom disorder in the offec-
tive Coulomb interaction strength affects the
superconducting transition temperanire in
the Hubbard mode,

Eb Tin (California hutirate of Technology),
Tiwhsei T anel Lawces Wileos: (Universisy of
T at Avstin), Shigie Zhong (University of
Colonads)

Mande convection is the principal control
o the thermal and geological evolurion of
the Earth, Mantle convecrion modling
invobves solution of the mass, momen-

creeping, incompressible non-} an
Auid =t high Rayleigh and Pecler numbers,
Ohur goal is 1w conduer global mantle con-
vection simulations that can resolve fauleed
plate boundsries, down o 1 km scales.
Uniform resolution leads o million element
mieshes, which ane inmactable cven on peras-
cale supercomputers. Thus parallel mesh
adaptivity is essennial, ‘W present Rhea, 2
new generation mantle convection code
designed 1o scale o hundreds of deousands
of cores. Rhea is built on ALPS, 1 paralle]
ocrree-based adapeive finite edement library
thar supports new distribured dara serucrures
and paralld alporithms for dynamic coarsen-
ing, refinement, rebalancing, and repani-
taning of the mesh. Using Texas Advanced
Compuring Center's 580-teraflop/s Ranger
system, we demonstrate excellent weak and
strong scalabilicy on problems with
O{10410) unknorams.
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Thursday, Nov. 20

Gordon Bell 2
Fnoeville)

Room: Ballroom G
10:30 a.m. - neon

0.345 Petaflop/s Trillion-particle
Particle-in-cell Modeling of Laser
Plasma Interactions on Roadrunner
Kevin |, Bowers (DLE. Shaw: Researchj, Brian
] Albright, Bewjmin K. Bergen, Lin Yin.
Kevin [, Barker and Darren |, Kerbyson (Lar

ance and scabsbility of the VPIC kineric plas-
ma modeling code on the heterogeneous
IBM Roadrunner supercomputer at Los
Alames National Laboratory. VIIC 2
three-dimensional, relativistsc, elecrormag-
netic partide-in-cell code that self-consistent-
by eveilves a kineric plasma. VPIC simula-
ons of taser plasa interaction (LPT) will be
conducted ar unprecedented fideliry and
scale-up 1o 1.1 x 1012 macyo particles on as
many a5 1.3 x 108 computational voxels-1o
aceurarely model the pasticle tapping
physics occurring within a laser-driven
hohlraum in an inerial confinement fusion
experiment. On these ealcularions, sustained
performance of 0.365-petaflop/s is cxpected.
This capability opens up the excifing possi-
thufuéngmﬂmmudﬂ.haﬁln-
principles manner, an issue critical to the
success of the multibillion dolkar
Deparsment of Enengy/National Nuclear
Security Administration National Ignition

- T | N

350-450 Teraflop/s Molecular
MMHH-
Roadrunner General-purpose
Heterogeneous Supercomputer
Timvorlyy C. Crermunn (Lor Alemos Nociona!
Labowatary)

We present riming and performance aum-
bers for a shor-mnge paralld moleculas
dynamics (MD) code, SPaSM, dhar has been
rewritten for the heterogeneous Roadrunnes
supercomputcr. Each Roadrunner compune
node consists of two AMD Opteron dual-
core microprocessors and four PowerXCell
8i enhanced Cell microprocessars, so chat
each node has four MPL mnks, with one
Opreron and one Cell each. The compasts-
tion of frces and updares of partide posi-
Gons and velocities are performed on the
Cells feach with one PPU and cight SPU
cores), while the Oprerons direct inter-rank
communication and perform periodic 1O-
heavy analysis, visualization, and checkpoin:-
ing tasks. Modest load balancing & acoom-
plished by periodically adjusting the
{nonuniform) recxilinear spatial decomposi-
o, The nearly periece weak scaling extrap-
olation of the performance measured for our
initial implementation of a standand
Lennard-Janes pair potential benchmark
indicates 2 320 Teraflop/s double-precsion
floaring-point performance aa the full
Roadrunner system, expected to reach 330-
450 teraflopls after opumizacon.
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Linear Scaling Divide-and-conquer
Electronic Structure Calculations for
Thousand Atom Nanostructures
Lin-Wimg Wamng, Byounghak Lee. Hongzhang

We present a new linear scaling three-
dimensional fragment (L53DF) method for
large-scale ab initio electronic structure cal-
culations. LS3DF is based on a divide-and-
conquer approach, which incorporates a
novel patching scheme that effectively can-
eels out the artficdal boundary effeces due 1o
the subdivision of the system. As a conse-
quence, the LS3DF method yiclds essencially
the same resulis 25 direct density fancrional
theory (DFT) aabculations. The fragments of
the LSADF algorithm can be calculared
independently, which leads 1o almest perfect

parallclization up o rens of thousinds of
processors. We have been able to achieve 35

weraflop/s, which is 40% of the theorerical
q:mdml?lﬂﬂ&:yﬂ'imﬂm
simulacion of  13,824- atom Zn'TeO alloy
is 400 times faster than a compasable direct
DFT ealculation, These results demonstrae
the potential of using the L S3DF method
for nanestrucnue cabculations s well as the
advantages of using lincarly scaling algo-
rithrms aver conventional O(N3) methods.

Seymour Cray and
Sidney Fernbach
Awards

The Seymour Cray Compurer Science and
contributions o high performance compue-
ing systemys thar best exemplify the creative
spirit af Seymour Cray. The award consists
of a crystal modd, certificare and $10,000
honorarium, The Sidney Fernbach
Memorial Award honors innovative uses of
high performance comparing in problem
sabving, A cestificare and $2,000 honorari-
am are given o the winner. Sponsored by
the IEEE Computer Sociery, these presti-
gious honors are presented during the con-
ference awards sessson on Thursday after-
nocn beginning ar 1:30 in Ballmom D.

The 2008 Seymour
Cray Computer
Science and
Engineering Award

Steven J. Wallach

Steven . Wallach, whose carcer has ranged
from cofounding Convex Computer 1o
ts the recipient of the 2008 Seymour Cray
Walksch's award cities his “contribution o
high performance computing through a dis-
tinguished career in industry and chrough
acts of public service.”
Currendly Chief Scienise of Convey
Compater, zn advisor ro CenerPoine
Vennure Partners and consulean: to the ULS.
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Deparument of Energy ASC program,
Wallach is a member of the National
Academy of Engineering (NAE) and has
been issued 33 patents. Prior to his current
projects, he was vice president of rechnology
for Chiaro Metwarks and served as co-
founder, chief technology officer, and senior
vice president of development of Convex
Computers, a leading supercomputer com-
pany acquired by Hewlenr-Packard in 1995.
“The designer of the Convex C-Series, the
workd's first affordable supercomputer, he
also developed the Exemplar Scalable Parallel
Processor (SPT) system for rechnical and
commercial applications. While at Duta
General Corp. in the late 19705, he was the
principal archisect of the 32-bit Eclipse MV
supercomputer and, as part of this effore,
parricipared in the design of the MY/G000,
MVIB000, and MV/10000 (chronicled in
the Pulier Prize-winning book “The Soul
of a New Machine,” by Tracy Kidder). After
Hewler-Packard bought Conves, Wallach
became the chief technology officer of HI"s
Large Sysems Group. He was a visiting pro-
fessor ar Rice University from 1998 to 1999
and manager of advanced development az
Dua General from 1975 wo 1981,

Wallach was elected o the National
Academy of Engincering in 1995, is an
IEEE Fellow and a recipient of the Charles
Babbage Award. His 33 patents range from
numserical algorithms, viriesl memory
strucrures, object creation and management,

The 2008
Sidney Fernbach
Memorial Award

William Gropp

William Gropp, the Paul and Cynthia Saylor
Professor of Computer Science at the
Univensity of Iinois ar Urbana-Champaign
(UITUC), i the recipient of the 2008 Sidney
Fernbach Memorial Award. Gropp is being
recognined *For outstanding conmibutions
to the devdopment of domain decomposi-
tion algorithms, scalable sools for the paralle
number solutions of PDEs, and the domi-
nant HPC communications interface.”

Prior w0 joining the UTUC, Gropp
worked ar Argonne National Laboeatory for
17 years, H!;hninguaﬂﬂrl:i!nliﬂin
1990, Ar Amgoane, he served as Associate
Divigion Director of the Mathemarics and
Scientific Direcor of the High-Performance
Compuring Rescarch Faciliy. While ar
Argonne, he also held a joint appointment st
the University of Chicago. Prior 1o joining,
Argonne, Gropp was a professor of comput-
er science at Yale University for eight years.

Parallel computing has become the dom-
inant paradigrn in high performance com-
puring (HPC), bur hamesing and using
that power efficiently in advancing science
has been a major challenge. Gropp has been
a leader in developing innovative paralled
algarithms, librarics, and inerfaces, which
HPC o computational science.

Some of Gropp's earhiest research
address questions in compumtonal science,
ment of parallel programs and analysis.
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Together with co-authors such as David
Keyes and XGao-Chuan Cai, he developed
for adapeive mesh refinement and domain
decompesition methods, which are now

In the 19905, the need for better parallel
programming methods for numerical
libraries led Gropp w work on, and play a
majar role in, the development of the
Message Passing Inverface (MPI). In addi-
tion, during the sandandization process, he
designed and developed MPICH, the first
freely awailable software remains one of the
mst widely used implemencations of MPI,
with neardy 2,000 downloads per month. In
2006, he was sclecied as an ACM Fellow for
his “conmibutions 1 mesage pasing
prowmcols,”

In addition o developing paralle slgo-
richms and programming interfaces, Gropp

150 conference papers, nearty 90 technical
reports, and 12 manuals. In sddition, he has
tugtht over 30 rurorials, many at the most
prominent conferences in the field, and he
has co-authored a two-volume report for the
Depariment of Fnergy entitled “A Science-
based Case for Large-scale Simulation.”
Gropp is abso the co-inventor of 2 patent oa
a parallel dats delivery method.

SC08 Conference
Challenges

The SC conference series has a long histary
of challenging the supercompuring commu-
nity o reach higher than ever beflore, and
this year that madition continues with four
and high performance compurting resources
at 5C08. The Challenges - Bandwidth,
Challenge - will provide a way 10 showcase
puiting resousces at SCOE in friendly yer spir-
ied compecitions with ather pardcipans.

* The Bandwidth Challenge, now in i
ninth year, is an annual competition for
aped by teams of researchers from
around the globe.

* The HPC Seorage Challenge showeases
inmovation in storspe architecture and
implementation. Entrants fire describe
their implementations and present
mcasurernens of performance, scalabili-
ty and storage subsystem wtilation in
submission proposals.

* The Cluster Challenge wall feature
teams competing in real time on the
exhibit floor, where they will runa
workload of real-world problems on

* The Analytics Challenge showcases solu-
tions created by ressarchers and indusery
that embady all facees of high perform-
ance computing, from processing to
R A
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Cluster
Challenge

Tee Cluster Challenge shiwesses the amaz-
ing power of clusters and dhe ability oo har-
N5 apen sounce softwarne 1o solve inreresting
and impaortant problems. Teams compere in
real rime on the exhibit floor, where they
min 3 workload of real-world problems on
clusters of their own design. The winning
eamn will be chosen based on workboad
owerall architecrural design.

Building on the success of last yeas, the
Clusrer Challenge is featuring seven teams
this year. The rules are simple: 26 amps
(@110 volts), and up to six team members-
0o ane can have a degree. . The goal of the
event i for teams 10 out compute one
benchmarks faster and complete more of the
applicarion runs than the competition.

Teams asemble their chussers over the
weekend prior o the Exhibir Hall opening.
They are introduced and the mce begins as
the Exhibir Hall apens. For the nexr 44
seraigh hoars, teams work roward dhe finish,
when judges will arrive to view the resulis
and interview the sams. The winner will be
announced during the Awards Ceremany on
Thursday afrermoon.

Last year one team achieved 420
gigafiopds on Linpacl. Will we reach a ter-
aflop this yeas, or more? Please plan 1o visit
the Cluster Challenge area during Fxhibic
Hall hours Monday through Thursday and
ralk 1o the weams as they showoases how
powerful and accessdble chasters have
become.

Team 1: Team Cluster Meister

ane other in contests of spoed and prowess.
The 2008 Chuster Challenge feanres
Technische Universitact Divesden, Germany,
and the Open Systems Lab of Tndiana
University, LIS, combining forces 1o male a
dash for the coveted Cluster Challenge Gold
Medal. This year, the "Cluster-Meister”, our
suxda promises 1o keep you on the edge of
your sear & they compute faster on cheir
IBM cluster than an Indy car drives on the
autnbahn,

Team 2: University of Alberta

Team Universiry of Alberma, from
Edmoron, Alberta, Canada, is led by su-
dents and faculty from the department of
computing science, We were excired 10 win
the Cluster Challenge in 2007, and we
know the comperition will be even stronger
in 2008, Bur, we play to win, Therefore,
omce again, out vendor panner is 5G1 and
oaxr system i based on the lavest revs of the
Alrie XE platform running

Liruat. The veam's secret susce is 2 méange
of excellent hardware, talented students, and
coaches with strong epinions bat with a hing
of the ability to agree 10 disagree.

Team 3: Arizona State University
Stase University High Performance
dedicated team o the competition. We will
stand owt with the larest in cluster rechnolo-
g including a brand new Inrel-based hiade
system, DDR Infiniband, and the never-
before-entered Windows HI'C Server 2008
platform. We also plan o engage the andi-
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ence with novel audio and hapeic data inger-
faces, Waech out for the blsxing blades of the
Sun Devils!

Team &: University of Colorado

From the beawtiful Rodky Mountains comes
Team CU. A team of six University of
Colorado undergraduares in conjunction
desigried 2 high performance lntel compui-
ing chuster which combines the best of com-
mercial and open source rechnologies modi-
fiexd mo mieet the specifications of the Cluster
Challenge. The University of Colorado's
mascod, Ralphie the Buffalo, will be leading
our team’s charge 1o win this year's Cluster
Challenge competition!

Team 5: National Tsing Hua
University

Team NTHU, from National Tsing Hua
University, comes from Taiwan. Our vendor
partners are Hewlen-Packard Development
Company (HF) and Inel Corporation. We
have designed a system based on HI's
BL2x220c double densicy blades with special
lere-povarer configurstion manning a cus-
tomized Linux kermel, Wich the baest CPU
provided by Intel, we have coanecred 80 3-
Gher cores with HP's high bandwidth
InfiniBand neswodk in our systern. Due 10
the super power of our cluster and our
efforts, we helieve that the final victory will

DOMTE [0 WA,

Team &: Massachusetts Institute of

Technology

Team GPU from MIT believes thar
Graphics Processing Unies (GPUS) will be a
key companent in the design of future HPC
clusters. We have designed a system that
takes advantage of the special purpose pro-

cessing capacity of the GPU and combines
capabilities of the CPLL. We have made
some unique hear removal modificarions o

Team T: Purdue University

If the 2008 Cluster Challenge was on 5S¢
Parrick's Day, the “greener” emry from
Purdue Universicy, along with vendor part-
ner SiCortex, would be right ar home, The
Purdue/SiCoreex system is well suited for
power-conscious HPC, porentially providing
tems-neatly 2 weraflop of computation for
less than 4 kilowares of power. The system
boasts 972 567-MHz, 64-bic MIPS proces-
sor cores and a unique high-speed intercon-
can make it as capable as more power-hun-
gry clusters.

Team members come from Purdue’s
Deepartment, and Electrical and Computer
Enginesring School as well as domain sd-
ate studenis being educased in all fcets of
high performance compuring, from hard-
gramuming 1o best practices in designing and
operating HPC chuster systems. The 2008
Boitermaker Chastering Team looks forwarnd
10 competing at SCOE in Austin and lesving
the competition green with envy.
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8.Posters and BoFs

Posters and BoFs

The Posters track is a highlight of the 5C
conference every year, and SC08 will be
no exception. More than 150 regular and
student posters were submiteed for review
and the best of these — 54 regular
entries, three graduare srudent and rwo
.;n..l:'rg:r.n;iun'l-r stukdent posters — will be
featured ar the Posters reception on
Tuesday, Now. 1B, 315 p.m. -
Soudent Posters are part of the ACM's
Sevdenr Research r.urrl}'lr:i!'.l.lr:. The sru-

e
¥ F!‘ FT1-

dents present their work in a special ses-
sion during the Technical Program on

"".'l:-"l_'l_'l]:.l_'.:-;].,q:.r from 10:30 a.m. - noon,
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Birds of a Feather {BoF) sessions provide
|-|:_:-r'_|.|1|'|. I':;r |.ra-|1:|;:n'ri.|' .'I:If'l"llijl,"l.'ﬁ fn] 4|i'i¢'.|:|'|.5
Topics of mutual interest. BoFs are open
o all conference amendees, induding
exhitvitors and exhibits-only badge
holders.



9.

Education Program

The SC08 Educarion Program is a year-long
program working with undergraduate Faculty,
administrators, college students and collabarar-
ing high school eachers o invegrate computa-
tional science and high performance compur-
g and communications technologies high-
lighted through the SC Conference inm the
preparation of future scentists, rechnologist,
l,-ng.in-:crs. mathernaticians and wachers,

Education Program in Austin

The SCO8 Education Program in Austin dur-
ing SC08 runs runs from Saturday, Nowv. 15
Tuesday, Mov. 18, Participants engage in hands-
an sctivities where they learn w apply compu-
tational science, grid computing and high per-
formance computing resources in educational
seetings. Housing, rravel and meal cosis are
prowidied for participants. The program is open
to undergradusne faculry, endergraduare and
graduate students, and high school reachers,
Instrucrors who work with students with lears-
ing and physical challenges also participate in
the educaion program, Thank you ta Tneed for
their generous hardware support,

Student Program

The SC Education Student Program allows
undergraduate and graduare sdents o arrend
a wide range of presentations, round ables and
paneks led by representatives from academia,
incustry and research insmirutions, Talks address
2 broad spectrum of topics, inchuding educa-
tion, jobs, internshiys, carcer paths and experi-
ences in high performance eomputing and
computational science, Srudents leamn 1o opri-

Education Program

mize gracduate school applications, obiain
internships and fine-nune their resumes. All stu-
denrs anending SCO8 are srongly encouraged
w0 take part in the Education Program's
Student Program,

K-12 Program

The K-12 Teacher's Day gives reachers a woice
in creating a furure educational sysrem thar
badges the digital divide, broadens participa-
tuodn in advanced mathematics and science, and
grves studenrs ample oppormunities o explome
careers in sclence, technology, engincering and
il (STEM). Teadiers will paricipate in a
forum whese they will share the larest informa-
tion about how ro bridge the digical divide and
the how w nurture 0 more diverse STEM
workforee for the furure. Teachers will have the
chance 1o offer their inpur, based on their real-
workd dassroom expeniences. They will also
have the chance 10 explore compurational twols
that can be used in the dassroom o reach
STEM digciphines,

Learning & Physical Challenges
Education Program

"The Leamning 8 Physical Challenges
Educarion Program provides K-12 and under-
gracluate instructons, special educasion weachers
and students with the knowledpge and resounces
to empower all studenrs o become users of
cyberinfrastruciure and compurational science
resources, both during dheir educarion and
throughout their professional careers,
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10.Exhibitor Events
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RPN v ours

from the world's leading companies and -
organgaions are showcased in a dynamic,  Monday, Nov, 17 7 p.m. - ¥ p.m,
iteractive envirconment. High performance —
computing, nerworking, storage, dara man-  Tuesday, Nov. 18 10 a.m. - & p.m.
sgement, scientific visualization and collab-

orztve technologies are featured Wednesday, Nov. 19 10 a.m. - & p.m.

indusiry exhibits demonstrare the Lanest — —
advancemens in HINC Inhrmlugyr aften Thursday, Nov. 20 10a.m. -4 P,

long before it is available commercially,
Large and small vendors showcase new
hardware, software, services and inmen-
nons. More than 200 il1dl|r.[r'_lr exhibitors
will take part in SCOS,

Hesearch exchibits provide an internation-
al venue for scientists and engineers 1o dis-
play the latest computational science
advances, research and development plans,
new concepts and initiatives, software and
other technologies. Over 130 rescarch
rescarch exhibicors will participate in SC08

A complete guide o the SCO8 Fxhibits
is published separately and can be found in
many |locations in the Austin Convention
Center.
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