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Gateway I/0 Point 40,000
Cabinet 165
Fault- Tolerant Control Processor 98
Single Control Processor 18
Application Processor 35
Workstation Processor 43
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4 RS

Room 591

Room 492

Room 491

Room 408

6
Primary Secondary
root root

“A” Network Ring

“B” Network Ring i N
“A&B” Network Crossover Port Number: Digital (example Port1 :1)

Switch Number: Digital + Letter (example 6A)

%< 4 Network Switch Fi Port VI"f=# (A:Active,B:Block)

W#l

1A 1B 2A 2B 3A 3B 4A 4B 5A 5B BA 6B
[PorT#
PORT 01 A A B A B A B A B
PORT 02 B B A B A A A B
PORT 03 va |l Al 8Bl B B8 Jnval afmvalwvalma]l Al A
PORT 04 B | wvalwnva]l B val Al alnvalnvalnva]l Al A
PORT 05 NA NA NA A NA NA B NA NA NA A B
PORT 06 NA NA NA NA NA NA NA A NA NA A B

ug)ls Network Switch I 8¢ mguﬁl

)04 Invensys HPS -5 Y[Ig! -+ Frr ,ﬂ[ﬁ;[k,[ﬁmszﬁ 54 e
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Network Switch» &~ {[# Network Switch ¥ 7 {[ Blade » 2 {f Blade
[ 48 fl 100Mbps Port * 2 {[# 1Gbps 7 Uplink Port » Uplink Port
FAlfbT e 2 M) > Invensys BB ERTSGE (U1 AP ~ WP ~ AW~ CP) I
PR VELE (FCM ~ Gateway)# = Switch . 100Mbps Port ’IF'EJJEJ%‘“[EF
Al FBM/FCM % = Swi tch 1OOMbps Port ©

FBM/FCM 5= [HRCEI = #5 » IRTEES B~ 6 [ty 3 el
%E@&J’?lfﬁ » RS Tnvensys Fah=2E f9ZE Invensys ?[’fﬂ » ]
U1 DRS equipment, GE NUMAC equipment, PLC, GEIS equipment, WDP,
and Multi-Vendor Device (MVD).JV Plfor e

u%ﬁ‘ 6 P98 Invensys HPS 5ok

[ WIDE DISPLAY PANEL ]

(=

DRS-FPD (9)

Plant Status Display MIMIC

System Alarm LVD
=)

3D MmCore

1¥[]
Hitachi | || FD: Flat Display
GW/MVD/IF: Gateway

DRS GE-NUMAC Invensys DEH & RFPT| | RCIS | M: Modem
LVD: Large Variable Display

BE Al E‘??'}”F": B A o = [ 1% B 2 i Invensys
?Zfﬁkﬂﬂfﬁf'ﬁfi P s =R ﬁré‘ft(t'fﬂfﬁu 3k ‘*A? HEIED) > 5= = DCIS
ORI EN TR ] - aﬂ%ﬁigﬂh SEEIA nff’Th‘ DI BRI
Invensys A 5 JETHIZEE(Network Stress Test) ° & %‘[Hﬁuﬁvf/\lﬁ =
i

PNEL Invensys HPS +# ré@ﬁlﬁ[ﬁi’ﬁﬁu%ﬁ Sl 2 F o TR Rl
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5~ RPS #3R.1 NUMAC 48
GE NUMAC % (il EURYSRIA - 1Py 7550 GE NUMAC b7~ TR e
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fﬁr'?fﬁ[lﬁﬁ;}'*ﬁ"ﬂﬂ’ﬁﬁt}y DTM #5555 (Digital Trip
Module) » — E=FSR( IV [{REIIRR EFE)WE@’F@I%E\W%WJ@%E
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I"?F%%Wfﬂi’—im” BT PSR DIM 7 BT RS s =

19



PUREESEY TUUMAS « 5 RS TLU SRS sase (= s
DIM V" B3 B> e e = st > 2 TP gl ] - DIMASL
AL SRR BB R FIITLU e AR BB TLU SR
%ﬁfﬁ]‘ 58 OLU AU Output Logic Uni t o OLU A8U3E {’??ﬁ?}’iﬁj/ ”
BT T BPRIE TR S IR ETRC - OLU HURF VR |22 = Load Driver
(LD) » LDk~ (b pl ey - OLU gl i@ Bens™ 53 ) - 1)
S FEURIRE LD > U LD F 55— [P S R

(=P = i OLU e BB - 1= fhf~ LD rlf?g PR AS L AR
féffl(Scram Pilot Valve Solenoid) » 8 & =il o (= [~ {i fF
iy RIS (USRS DIM ~ TLU ~ OLU ~ F9F1 ~ LD ~ =) (st et el
ALEEE L AED T rgﬁ [V (IR (B 7% - SRR [  RPS
A E | IR S R AT SR H R A BRI SR - TLU
P S IR R A T RS Y S T R o E"r (S LS E |
= RS > | AR (DG T SRR = 3 T LS« RPS Ak
AL AT R H | RS485 IUREEHRIRIFH -

q%ﬁ‘ 7:WP“”E@%E@%%%%%%'(RPS System Configuration in
LMNPS)

NMS Trip Signals

Division 1 DIV. 1l Vital AC DIV. III Vital AC
v
— { FDDI} }FDDI } DTM TLU
1y -
O
— { FDDI} }FDDI } P
vy
RMU Imiurrv.  muriv
Division II (Same as Div. I} TLU
77777 il
- "jib
H Scram Pilot Valve
111V
Division

FDDI: GE Fiber Distributed Data Intertace

S. s Div. | -
1 (Same as Div. I} TLU [mes ||
q 24 OLU
[
i DTM: Digital Trip Module

1/0O: Input and Output Module
NMS: Neutron Monitoring System
OLU: Output Logic Unit

Division RMU: Remote Multiplexing Unit

v (Same as Div. I) TLU 77777777777
i Z’ib* OLU I: Division I Load Driver

11: Division Il Load Driver
I11: Division III Load Driver
1V: Division IV Load Driver

1111

20



6 ~ DRS PERFORMNet f J,ql?ﬁj,[,_,ﬁ)f%

SSLC/ESF =R | DRS PL 1S 32 =ik (Programmable Logic
Microprocessor System: 32 bit) » DRS PL ¢ S 32 s=5#iFxH | PERFORM Ne t
(Performance Enhanced Redundant Fiber Optic Replicated Memory
Network) £ Py, SSLC/ESF =Sk ) 5 { Bt pospbiafdie - 537
BP0~ P T~ 250 11~ 198 TTT AR IV(IRT8) = Pl il e
EJJ‘ SSLC/ESF =k (i M 42301 1 =455 IV*PLﬁ‘U ESF %]fﬁ P30 B A
Swing 1R PRSIV = Swing ﬂﬁlaﬁ%}%ﬂ PIFRES = SRR O
ESY = (- ’F‘,@%L%ﬁﬁléﬁ?%ﬁ"}% o 5 [ A5E & 5 Fi RMU ~ SSLC/ESF #% ~ VDU -
HIFE (Test Cabinet) AR HS 44 -

u%ﬁ[ 8 * DRS PERFORMNe't %Wﬁq@aﬂ'

o7 — ~ =

> _H o
g AN _ - -
é N ~ % ~
D Test BTM \ \ e -~ Non-Safety ~|_ 7 “BTM
Cabinet - System N
vDU \ BTM Y BTM/ \

Test
Cabinet \

~

-~
-

—
-

Division X

PerformNet Ring II

Division Y

-

PerformNet Ring I

—

—~
-

PerformNet Ring II
PerformNet Ring I

e
~

Non-Plus 32
Safety System

e

]

~

SSLC/ESF =" 9

g -
VDU \ b RMU
RMU Main Control Room —

SSLC/ESF

DRS PERFORMNe t ,LfLE PR T TR

A~ CIM(Communication Interface Module)fSis= @ L [Rafigrd =¥
*ﬁfﬁﬁ? @D ESF Bk (Division I, 1T, T1I, IV) V42 apt
F{1 ESF Ea@“%? RPS/RTIF /5§ ( 5]

B~ BTM(Bridge Transfer Module) f8is « 4= ?JF%}%%EE\&E(SSLC/ESF .
SSLC/RTIFy%2 I 2 [ 53 Foxboro V37 + 17 S i fy

C ~ NIM(Network Interface Module) %ﬁ':[ﬁ]@hiﬁ&ﬂﬂ? PL « S32 I%
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TPR] 0 7] RMU PSRRI S RRR] o R NIM AR R o
= PERFOMNet » SSLC/ESF ##fl 7 £l NIM - 17V PERFOMNet _F
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PERFORMNe t ffi*] JFEJ%‘JFE'I - (Replicated memory, ' 9) VA= 494
s = (R SR IRPRPY ™ 1 1S S12K B 5% > 5 (Rl e~ (it
[ﬂ N J’F;gggr—_[tl[ ?a EVAIRE"N “é 128 éj{*g#— P =) — fﬁ%@‘@gﬁrﬁ—[a/[ﬂgj\
PREYTS TR 4K R0 o 5= AR F TR T RS R g
O SRR B TRV IR (AR FFIF”ZEI[ VR AR
e F'Jg{?ﬁﬁ'fﬂ *;F[E'J%‘I‘E“WFB?FFME% (= AR AR
B ?5§JEJ RERER WIF"’FEJ% RS Ej{*ﬁﬁﬂﬁ\&:ﬁo[pu%% o~
A | ﬁaﬁﬁ% A [ﬁi‘{?ﬁwﬁwﬁﬁ%’ﬁ o PERFORMNe t £%57
EIVATS > B (Wi = i NIM A (NIM-A ~ NIM-B) > 5 | &R
NIM-A 75 B AR S —~ &R A%Fﬁg‘—é‘,;’fl’?ﬁj ';‘Tﬁl%[!ﬁ’lfl NIM-B 4
FIRUR A — €55 BRI - P NI ok ST -
RS T T (

ugql 0: ?gﬂ%‘gr—:—[a‘[‘ Fﬂﬁ IS ugql

Memory of Network Node 1 Memory of Network Node 2
Node | Memory | R/W Node | Memory | R/IW
1 04K R/W 1 04K R
2 4K 8K R 2 A4K-8K R/W
NIM NIM
Card 3 BK-12K R Card 3 BK 12K R
4 12K~ 16K R 4 12K~ 16K R
2 2 2 2 2 2
128 [ sosk [ R 128 [ sosk [ R
Node 1 Node 2
Memory of Network Node 128
Node Memory | R/W
[ 04K R P4
2 4K 8K R
NIM
Card 3 8K 12K R
4 12K~ 16K R
2 2 2 2
128 [ 508K | R/W
Node 128
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7 ~ TYRIZ(DATALINK)

= b A

& =1 7

~TI I:

SRR TSR - DA 100 Pj

*‘[%(Eﬁ\[ 10) » GE £ m[hl’gfﬁlﬁlﬁﬂgﬁﬂf[ﬁ S = L o F PR

-

FIE =S sp @ B (T OPC AT Modbus ) » (EIPRRFY = frosp] 34

ET IR g [“IFJL = R TR P — B MHL S Invensys

AU > Pl 1R 2 EJFTJ FaRsdEL =

5 ERFGPRARD P R

A1 10 © F5PdrDCIS B il

TR I OND)

Fe 5 AR BIPsRRE E(Major protocols used in LMNPS)

MCRP
Mimic / Alarms
1E Flat Hitachi RCIS Non 1E
ESF Display | RTIF / NMS DOl Display
Hardware D Hardware D Non 1E Hardware D
Control — Control | Control i
RMU PCS
Network Switches ‘
‘G/W‘ ‘G/WHG/WHG/WHI/AC ntral ||| ;
rrrrrrrr
ESF
DIVO, LIL LIV

RPS/MSIV /NMS
DIV L IL L1V

ESF RMU

RPS / MSIV

RMU

TMR SYSTEM MHI PLC
(RFC.,FWC,APR.SBPC) DEH
RFC/FWC/ SBPC DEH Invensys
RMU RMU RMU

FroM /TO PROTOCOL
1 GE NUMAC (RPS/NMS) > DRS (ESF) RS-485 / PERFORM NET
2 GE NUMAC (RPS/NMS) => MVD—> INVENSYS RS-485 / TCP-1P
3 DRS (ESF)=> MVD => INVENSYS PERFORM Net / TCP-IP
4 GE NUMAC (RPS/NMS)=> MVD = TMR RS-485 / TCP-1P (EGD)
(REC/APR)
5 TMR€ > INVENSYS Mobus over TCP/IP
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6 MHI (EHC) € -> INVENSYS Mobsus over TCP/IP
7 PLC MobBuS OVER TCP-IP OR
OPC

BRI (R O Pl (R < R R
ﬁ%’?ﬁ;ﬂ;'ﬁ?j - = ?ﬁﬂ?p T Jﬂg%ﬁ}lflgz’j\( & Aﬂwlga A
'e) o F 6 Kb #AEE Invensys HPS 5k WEIQT}?@

[

Z 6 * Invensys HPS FikZH < ﬁﬁ‘%?“@’ﬁﬁﬂ%ﬁﬁgﬁﬁfl%ﬁj‘%

INTERFACE REQUIREMENT i

1 IDENTIFICATION: MAKEUP WATER SYSTEM

2 FUNCTION: TO TRANSMIT MW STATUS INFORMATION TO THE DCIS FOR
INDICATION AND ALARM

3 DATA THROUGHPUT REQUIRED: 49KBIT PER SECOND

4 REDUNDANCY REQUIREMENTS: YES

5 ASSOCIATED DATA LINKS: NONE

6 DATA LINK RESTRICTIONS: N/A(DEDICATED, ONE TO ONE)

7 DATA LATENCY: 100 MILLISECOND

8 CLOSED LoOP CONTROL: NONE

9 PHYSICAL MEDIUM: FIBER OPTIC

10 STANDARD APPLICATIONS: GRAPHIC & DISPLAY

11 RELATIONSHIP: PLC: SLAVE, DCIS: MASTER

12 PROTOCOL DIAGRAM: OPEN MopBus/TCP

13 TIMEOUT VALUES WHERE APPLICABLE IN THE PROTOCOL DIAGRAM: REFER TO
OPEN MopBUS / TCP/IP SPECIFICATION

14 APPLICATION CONNECTION IDENTIFICATION SUCH AS PORT NUMBER OR SERVICE
NAME: DITTO

15 HOW FUNCTIONS ARE DIFFERENTIATED, BY DIFFERENT END POINTS OR BY
MESSAGE CONTENT: DITTO

16 DETAIL PACKET FORMAT SPECIFICATION FOR ALL TRAFFIC ON THIS DATALINK :
DITTO

8 ~ Fle 1F1 (= (Plant Automation)
fEHt TF [~ (Plant Automation) £b ABWR Pl Prieriivpiy— i1 > '
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A R T -

PGCS k4L F| = [ HTFS 55 HU’EJF—{ ﬁj’?%ﬁj(Normal Plant
Startup) ~ “P=ZfH (Power Range Operation)IFHy A (Plant
Shutdown) » PGCS 4%%3#!*3 FETpS ) R TR B » PO POCS
[l [RFHd e POCS 320 iy &ﬁ*ﬁ?r,—ﬁ? et E‘Eﬁ“ﬂﬁ‘ﬂé‘nﬁw
~ VT (R PR IR > R T (R
% ek R JPLTFU# SR ’?‘@*ﬁff, PGCS +#7f > §Ri% PGCS Ak E |
b M R
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R T SRR 2 S R e e e
[ PRI PR I R R A i SR S PRl 1 (=g
E‘ﬁ'ﬁﬁ °

9 ~ 161KV J[VESE DCIS TR HIFE

+ DCIS %lfﬁ 2 PR T Y BRI RO o R T R
=0 Fr ORI EIJ “”JEU;%(Module Test) % ,JE[J;,:,%(Integration Test)
ﬂ"‘é R (Vahdatmn Test)#IDCIS & ’?&T’%‘:?EU“‘(FAT) » IR DCIS =138
= /ﬂﬁ‘[’ﬁifpﬁﬁhﬁ@%@* (B 0 TR RS ’Flrﬁ jF’IEFﬁ?fxﬁﬂHJ%%
° lﬁbﬁ'ﬁilﬁﬂﬁi (= PN DCIS ‘/?Ei"ﬁlfh’pfﬁ““ﬂﬁ B 5 [J

j By ﬁm » — £5 DCIS ¥74f wﬁ%ﬁﬂiﬁﬁ Pi= 5 DCIS ZHEHIEE
%U ?F‘U U A B -EHRY] Reg. Guide 1.68 ~ S BIE- F'I—ﬁ[i%&
ﬁ”F Hf (IEEE 7-4.3.2) ~ MFK EHFERT r:|@}iﬁl¥ﬁll%:ﬁ¥’%rlﬁa
A~ DCIS ¥ M o0
Invensys HPS -#Ak £l ¢ Nl o Affe e e - o o S g‘*ﬂlifl
FE AR C B~ =D RO IR EATOMD) © SR 161KV U
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= RMU B VRS RIA 4L 8 i PR RIRERT R R B e -
B~ DCIS IF‘%{E[JE‘%*% il(DCIS Site Test Program)

o AR EE ] B ERITASRNE T - VR
(’Flpj Jﬂyﬂfﬁ} Flﬂﬁ%}j Eh ﬂé%ﬁ LQFIEEJ%’FI s F_f <+ LA Fj_T—
eSSl j;”f@ R RO A BN R F AR
NS uﬁﬁ{%@»}%m?ﬂ ETE liﬁwﬁﬁjgﬂi ﬁlﬁgDCIspfjﬁ%’“ﬁﬁﬁrﬁ:}ﬁfj(ﬁ
SR A~ ASEREEPE ~ DCIS R

T+ RMU JF“ AR BT (4~ ZOma)p‘/ B ﬁ'ﬂé‘gfﬁﬂ‘y@ﬁ i fil
Zohw g VDU J/: AT f’ﬁwﬁ?“ B A A A A
R AR - T VDU T - T A %f‘%"& RMUﬂ%J/fﬁ}
%{[&%%%%ﬁ}&%%ﬁﬁ E3 Fﬁ‘[ *l F{*J[‘l:?ﬂi# bl IR S
TS ( ljﬁ%:él?i?@?ﬂ fEERlEe > SEEAEER L - A R
*fslﬂﬁ‘ﬂ R - REY - g RO ??ﬁfp'iﬁ”ﬁflu"'&
B Pl HE IR VAR LA E VDU A R R R

g., DCIS P prifid fEhm9 > Vel G IR F’(ﬁfgr,?: TR E 4
R (AT (ERH 5 7 SR T MVD 322 WDP ~ VDU ~ TMR =25
[f 1) > RS F‘Jxﬁﬂ&%b"ﬂulm PRUE Il | AR R o JHE
B ok NUMAC iy * B [l = IR > i o WDP > VDU ~ TUR
= %lfﬁ iy e a%@r L 2 L -

—m

u%ﬂ 11 * GE NUMAC +F##Z WDP ~ TMR =#K== Invensys MMI J/%& IT”QE‘H

Saco Observe
|—> Gateway > Gateway » WDP > et
Insert Control . Observe
Test Tool » NUMAC » MVD » Gateway > Processor » Display Test
TMR .| Observe
Test
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The Network Architecture and Site Test of DCIS in Lungmen Nuclear Power Station

Chia-Kuang Lee

Section Chief of Instrument and Control Section,
Lungmen Nuclear Power Station, Taiwan Power Company, Taipei County, Taiwan, ROC
Tel: 886-2-29402401 Ext. 2940, e-mail: u826154@taipower.com.tw

Abstract —The Lungmen Nuclear Power Station (LMNPS) is located in North-Eastern Seashore of Taiwan. LMNPP has two
units. Each unit generates 1350 Megawatts. It is the first ABWR Plant in Taiwan and is under-construction now. Due to
contractual arrangement, there are seven large 1&C suppliers/designers, which are GE NUMAC, DRS, Invensys, GEIS,
Hitachi, MHI, and Stone and Webster company. The Distributed Control and Information System (DCIS) in Lungmen are
fully integrated with the state-of-the-art computer and network technology. General Electric is the leading designer for
integration of DCIS. This paper presents Network Architecture and the Site Test of DCIS. The network architectures are
follows. GE NUMAC System adopts the point to point architecture, DRS System adopts Ring type architecture with
SCRAMNET protocol, Inevnsys system adopts 1Giga Byte Backbone mesh network with Rapid Spanning Tree Protocol, GEIS
adopts Ethernet network with EGD protocol, Hitachi adopts ring type network with proprietary protocol. MHI adopt
Ethernet network with UDP. The datalinks are used for connection between different suppliers. The DCIS architecture
supports the plant automation, the alarm prioritization and alarm suppression, and uniform MMI screen for entire plant. The
Test Program regarding the integration of different network architectures and Initial DCIS architecture Setup for 161KV
Energization will be discussed. Test tool for improving site test schedule, and lessons learned from FAT will be discussed too.
And conclusions are at the end of this paper.

All non-safety Man-Machine Interfaces (MMIs) is

I. Introduction of DCIS in LMNPP located in the Invensys Flat-Displays, Mimic and Alarm.
The Lungmen Nuclear Power Station (LMNPS) has Due to safety concern, non safety-related equipment can not

two units. Each unit generates 1350 Megawatts. Taiwan control the safety-related equipment. The safety MMIs are

Power Company (Taipower) is the Owner of the LMNPS. located in the DRS Flat-Displays. However, the safety-

The Distributed Control and Information System (DCIS) in related information is also to Invensys Flat-Displays, Mimic

LMNPS is fully integration of seven large 1&C suppliers / and Alarm in one way.

designers by using the state-of-the-art computer and

network technology. The following is the description of the Figure 1: Function Diagram of the Lungmen DCIS system

DCIS system in LMNPS. Compans o

Refer to functional Diagram of Lungmen DCIS system iy Wi Level e wor EEe R or
(Figure 1), Lung men DCIS 1&C systems consist of safety et — : :
and non-safety 1&C systems. Safety 1&C systems contain T =
DRS products and GE NUMAC. DRS Company provides e o RN
1&C system for Emergency Core Cooling System (ECCS)

and Leak Detection and Isolation Systems (LDI). Neutron
Monitoring System (NMS) and Reactor Protection System Sstem
(RPS) and MSIV lIsolation System are GE NUMAC
products. Non-safety 1&C systems contain GEIS, MHI, and
Invensys products. GE Industry System (GEIS) provides
the triple module redundant systems which include Lol
Recirculation Flow Control System (RFC), Reactor Sensor
Feedwater Control System (FWC), Steam Bypass and Level
Pressure Control System (SBPC) and Automatic Power

Generation Control System (APR). MHI Company provides

the Turbine and Generator Control System and its auxiliary

system. Invensys Company provides Plant Computer I1. MAIN CONTROL ROOM ARRANGEMENT
System (PCS), most Of. Balance of Plant (BOP) antrol . The MMIs in LMNPS Main Control Room (figure 2)
SyStemS’ and 1&C equipment of remate facilities, !ncludmg are tremendous different from MMIs of traditional control
Technical Support Center (TSC), Emergence Offsite room which has analog meters, hard switches, and small
Facility (EOF), and Emergence Executive Center (EEC), mimics. The MMIs of Main Control Room in LMNPS are

and Simulator, via firewall wall. allocated in Wide Display Panel (WDP), Main Control
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Console (MCC), and Shift Supervisor Console (SSC). The
WDP, the highest panels, provides operators with an
overview of the plant level parameters and their status and
to perform the surveillance, and to monitor and control the
plant during any postulated events. The MCC, directly in
front of WDP, provides two operators to monitor and
control the plant during the normal operation. The SSC,
directly in front of MCC, provides Shift Engineer to
monitor the plant status. Flat Displays, Plant Level Alarm,
System Level Alarm, Mimic, hard switches, and Large
Variable Display are allocated in WDP. Flat Displays and
Hard Switches are allocated in Main Control Console
(MCC). The Flat Displays are the MMI for operator to
manipulate the equipment by touch screen and get the
equipment status such as valve opening, component level
alarm message. Operator can manipulate the same
equipment at any Flat Display through network technology
due to peer-to-peer characteristic of Ethernet network. The
hard switches, on the WDP, for emergency control are
provided for faster response or diversity control. The
Annunciator and Alarm System consist of Plant Level
Alarm, System Level Alarm and Component Level Alarm.
Plant Level Alarms are on the left of WDP; System Level
Alarms above the fixed mimic display on center of the
WDP; Component Alarm available on the non-Class 1E
Flat Display in the MCC. The windows of Plant Level
Alarm will change text, audio alerting tones and voice
commands depending on plant operation condition and
alarm status. The System Level Alarms are also located on
Wide Display Panel, and it has the priority and suppression
schemes. The priority and suppression variable will be vary
depend on plant operation condition. Component Level
Alarms only show off on the Flat Display. In addition, Flat
Display provides Touch Screen capability for operator to
manipulate the equipment.

Fiiure 2: LMNPS main control room

.

I11. The Network Architectures of DCIS in LMNPS

The typical DCS Functional Block Diagram is shown
in the figure 3. The field sensors, such as level transmitter,
are sent to nearby Remote Multiplexer Unit (RMU) at field.
The analog input is delivered to analog input modules for
signal conditioning and Analog-to-Digital (A/D) conversion
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in the RMU, the discrete data are delivered to the digital
input modules in the RMU. Then, the field RMUs format
and transmit input signals in network packet to the Control
Processor in the Main Control Room for PID control,
calculation and logic manipulation. The field RMUs de-
multiplex the network packet received from Control
Processor to analog or digital command signal to final
element by traditional cable. In addition, the major MMIs
used by the operator in Control Room are Visual Display
Units (VDUs) rather than the “hard-switches” and “lamp-
type indicator.

Figure 3: Typical DCS Functional Block Diagram
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RMU: Rerote Mulipoxing Unit RMU

FBM: Field Bus Module

FCM: Fiekd Communication Module Lt

The DCS functional block diagram for each
manufacture is very similar in the logical view. The
physical architectures of the DCS networks used in LMNPS
are ring type network and bus type network. Then, the
networks of all 1&C systems are integrated through gateway
to form the large scale Lungmen DCIS system.

There are twenty one (21) manufactures to supply 1&C
system to LMNPS. Some manufacture provide small scale
1&C systems, such as Programming Logic (PLC). Some
provide large scale 1&C systems. Table 1 shows the
manufactures and their cabinet quantity used in LMNPS.

Table 1: 1&C manufacture and cabinet quantity in LMNPS

Item Manufacture cabinet quantity
1 Invensys 165
2 Hitachi 67
3 DRS 65
4 MHI 39
5 GE-NUMAC 29
6 Harding /Smith 27
7 Toshiba 16
8 Inabensa 14
9 GE Industry System |8
10 Pall Filters 6
11 Siemens 6
12 York 5
13 Tough 4
14 Aptec-NRC 2
15 Preferred MT 2
16 Weir Pumps Ltd. 2




17 Chung-Hsin 1
18 Kinemetrics 1
19 PAR System 1
20 PHY'S Acoustics 1
21 SACO 1

The important 1&C systems in LMNPS are provided by
GE NUMAC, DRS, Hitachi, MHI, GEIS, Invensys, and
SACO Company. Table 2 is the summary table of I&C
Manufactures, the system they provided, the protocol and
network architecture they used. This paper only presents
three network architectures, Invensys HPS system, DRS
PERFORM NET, and GE NUMAC platform used by RPS
System. The first system is called the NEM system, non-
safety related multiplex system in LMNPS, and other two
are called EMS system, Essential MUX System. The
datalinks for integrating all 1&C manufactures will be
discussed too.

Table 2: Network Architecture and Protocol used in
LMNPS

System Equipment Network Protocol
Manufacture | Architectu
/ Product re

Major BOP | Invensys Mesh / TCP/IP

Control Ethernet

system

Non-1E Invensys Mesh / TCP/IP

MMI Ethernet

ECCS/LDI DRS Ring Type | Perform

Net

Class 1E DRS Ring Type | Perform

MMI Net

RPS/MSIV | GE Point to RS485

Isolation NUMAC Point

NMS GE Point to RS485
NUMAC Point

SBPC GE Mark Ethernet TCP/IP

System VI/VIe

FWC GE Mark Ethernet TCP/IP

Control VI/Vie

System

RFC system | GE Mark Ethernet TCP/IP
VI/VIe

APR System | GE Mark Ethernet TCP/IP
VI/VIe

RCIS Hitachi Ring Type | Proprietar

y

Turbine MHI Ethernet UDP/IP

Control

System

I11.1: Invensys HPS system

Invensys HPS network consists of control network,
enterprise network, and the time strobe network. At first,
we will discuss the control network. Base on the scale of
Invensys HPS system, see table 3, and time response

requirement, the Invensys Control Network adopts latest
Invensys HPS system, which consists of a number of
network switches in the mesh configuration with Rapid
Spanning Tree Protocol (RSTP) rather than nodebus /
fieldbus configuration in traditional Foxboro I/A system.

Table3: Scale of Invensys HPS System in LMNPS

Description Quantity
Hard 1/0O Point 17,000
Gateway 1/O Point 40,000
Cabinet 165
Fault- Tolerant Control 98
Processor

Single Control Processor 18
Application Processor 35
Workstation Processor 43

Invensys Control Network in LMNPS is a dual mesh
network based on 100Mbps switched Ethernet with a 1-
gigabit per second backbone. [1] The mesh networks
contain six redundant switches per unit (one for common
equipment, five for unit one). Figure 4 show the physical
configuration of the mesh network. The uplink ports of
switches are interconnected in the mesh configuration to
form network A and network B. There are four data path
between network A and network B. The redundant data
path is to provide another reroute between two nodes, when
the normal path failed. However, the redundant data path
will form the loop, and the “data storm” will happen.

The main purpose of mesh network with the Rapid
Spanning Tree Protocol is to block data path, only one data
path is left between two nodes. After Rapid Spanning Tree
Protocol applied to mesh architecture, some ports are acted
as “block”; some are “active” as shown in Table 4 (Switch
Uplink Port Assignments and Normal Status Table). Finally,
the actual communication paths are the tree structure, as
illustrated in figure 5.

Figure 4: Physical configuration of the mesh network
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—*“A  Network Ring
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Switch Number: Digital + Letter (example 6A)
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Table 4: Switch Uplink Port Assignments and Normal
Status Table



" Switch #]
S 14 1B 24 28 A 3. 4A 4B 5A 58 BA [::]
PORTE ™.
PORT 01 A A A B A B A B B B A B
PORT 02 A B A B B B A B A A A B
[PORT 03 MNA A B B B NA A NA NA NA A A
PORT 04 B NA NA B NA A A NA NA NA A A
PORT 05 NA NA NA A NA MNA B NA NA NA A B
PORT 08 NA NA NA NA NA NA NA A NA NA A B
Figure 5: Actual communication paths of the control

network switches
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The Invensys HPS System in LMNPS is illustrated in
figure 6. The mesh control networks contain six redundant
switches per unit. Each switch has forty-eight 200Mbps
ports and two uplink 1Gbps ports. The Control Processor,
Workstation Processor, Application Processor, Gateway
Processor, and Field Communication Module (FCM) which
located in the RMU are connected to the 100Mbps ports of
network switches via marshalling cabinet by Fiber-Optic
Cable. The Fieldbus Module (FBM) collects the local
sensor data and sends control demand to final element such
as valve, and breaker. FBM in the RMU are connected to
FCM to digitize the local sensor signal to Control Processor
for providing the monitoring and control function for
operator. In addition, FBM receives the control demand
from Control Processor to actuate the final element. The
function of marshalling cabinet is nothing but
interconnection jumper cabinet for Fiber-Optical Cable to
easy F.O cabinet installation. The Gateway (GW) Processor
is the protocol transfer mechanism between Invensys
System and the products of other 1&C manufactures such as
DRS equipment, GE NUMAC equipment, PLC, GEIS
equipment, WDP, and Multi-Vendor Device (MVD).

Figure 6: Invensys HPS System in LMNPS
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Safety, Reliability, Performance are three important
attributes [2]. To ensure Invensys Control Network
reliability, that is no corruption, during plant transient
period, GE performs the “DCIS Data Flow Response Time,
Data Link Volume and Network Loading Analysis”. In
addition, Invensys performs the network stress test. To
ensure Control Network performance, the longest data path
between any two nodes is four switches. That means a
maximum latency of 100 microseconds round trip between
any two nodes. Due to redundant configuration and
interconnections between network A and B, single
switch/network failure will not effect on the plant operation.
Multiple switch failures will cause the reconfiguration of
the tree structure per RSTP, and the data transmission time
between two nodes still meets the requirement.

The second network is Enterprise Network,
independent of the Invensys Control Network, which
supports the Large Variable Display, Plant Generation and
Control System (PGCS), and 3D MONICORE by using
network switch. All Flat-Displays of Invensys, PGCS
Server, and 3D MONICORE are connected to the switch
port, the uplink port of switch connect to Large Variable
Display. Therefore, Large Variable Display can show the
identical image of any display from Flat-Displays, PGCS
System, and 3D MONICORE for more operators to watch
the plant operation. The Enterprise Network acts as the
isolator for the control network. Any failure of the
equipment which connected to the Enterprise Network will
not impact the control network operation.

The last network is time strobe network, which
synchronizes the clocks in the Control Processor and
Fieldbus Module as well as the gateways. All signals are
time-stamped in the front end of Invensys HPS system.
Therefore, it ensures the accuracy of timing sequence in the
Sequence of Event (SOE) Software. The Global Positioning
Satellite (GPS) system provides the Time Strobe Signal to
this network.

The safety 1&C system has two major manufactures.
One is GE NUMAC, the other is DRS. GE NUMAC is



point to point architecture, in which only RPS architecture
will present.

111.2B: NUMAC architecture for RPS System

The RPS trip logic is “two of four” logic rather than
“one of two twice” logic in traditional BWR plants. In
LNMPP, RPS system, as illustrated in Figure 7, has four
redundant, physically separate, and electrically independent
instrument channels. Most of the sensors, such as narrow
range water level, are connected to 1/0 module in RMU,
then transmission these signals to Digital Trip Module
(DTM) via fiber optic cables. Some signals, such as NMS
trip signals, are directly send to DTM, due to response time
consideration. DTM of each instrument channel performs
setpoint comparison and trip determination for each sensor.
A “Trip” or “No-trip” is generated by the DTM and
transmitted to all four RPS Trip Logic Unit (TLU) channels
over fiber optic data links. The TLU of each division
receive DTM “Trip” or “No-trip” of four divisions, and
performs two-out-of-four voting.

Based on voting in TLU, the TLU provides trip signals
to the Output Logic Unit (OLU) of the same logic division.
The OLU of each trip logic division performs divisional trip
and trip seal-in, reset, and trip test functions, then OLU trip
output signal send to Load Driver (LD) which is “current-
interrupting devices” controlled by the output signal of the
OLU. If the OLU sends trip signal to the LD, then no
current flows through LD. The four LDs form the other
“two out of four” logic”. Two solenoids are installed on the
scram pilot valve. Both solenoids on the scram pilot valve
de-energization will cause reactor scram. Any two OLU in
trip conditions, then both trains of LDs will interrupt the
current flow from Power Source to the scram pilot valve
solenoids. Finally, the reactor scram happens. Any one
component failure or malfunction, such as sensor, DTM,
TLU, OLU, power source, LD, Scram Pilot Valve Solenoid,
and interconnection cable and fiber optical cable will not
impact reactor scram action. The RPS system has sensor
bypass and division bypass capability. When sensor “A” is
bypassed by operator, the TLU voting logic will change
from “two-out-of-four” logic to “two-out-of-three” logic.
When one division is bypassed by operator, then the system
trip logic will change from “two-out-of-four” logic to “two-
out-of-three”. The communication between two modules in
RPS is “RS-485" which is point-to-point type
communication.

Figure 7: RPS System Configuration in LMNPS
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111.3: The Architecture of DRS PERFORM Net

The SSLC/ESF system adopts DRS PLUS 32 system.
PLuS 32 stands for Programmable Logic Microprocessor
System: 32 bit. The network used in DRS PLUS 32 system
is called PERFORM Net. PERFORM Net stands for
Performance Enhanced redundant Fiber Optic Replicated
Memory Network. There are 5 independent serial-ring
networks, which serve for SSLC/ESF Division 0, I, I1, 111,
1V, as illustrated in Figure 8. Division 1 to 4 will be used
for normal operation of the plant. The fifth Division has
been developed to support for swing Emergency Diesel
Generator Control. This Division allows the Emergency
Diesel Generator to replace either Unit 1 or Unit 2 Diesel
Generator. Each division consists of RMU, SSLC/ESF logic,
VDU, Test Cabinet, and gateway nodes. The RMUs are
located in each of the equipment rooms in the Reactor
Building (RB), Control Building (CB), Auxiliary Fuel
Building (AFB) and safety-related pumphouse.

Figure 8: The Architecture of DRS PERFORM Net
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A communication link is between the four Divisions,
NMS, RPS, Division 0, and the non-safety related Gateway.
All other data inputs / command output” will be through
“hard-wiring” 1/0 at a RMU. MMI will be through touch
screens or hard switches. The RPS System will share the
VDU as its operator interface. The data from the RPS, NMS
will be transmitted to same division’s DRS PERFORM Net



via CIM card. Any data located on any Division’s DRS
PERFORM Net can exchange data from other Division’s
DRS PERFORM Net via CIM card. The BTM card is to
transmit the data in the DRS PERFORM Net to Invensys
HPS System via MVD device.

To understand the PERFORM Net, the concept of the
replicated memory, as illustrated in Figure 9, will be present
first.[3] Each node within the division has same size
replicated memory, which is 512K bytes for LMNPS. The
memory is segmented into 4K bytes blocks (per node), and
the maximum number of nodes in LMNPS is 128. However,
data can only be written to its own memory address, which
is 4K bytes, for each node. The data written into its own
memory address are automatically sent to same memory
location in the next node. Finally, data are replicated to the
same memory location for all nodes. Secondly, the
interconnection between nodes is fiber optic cable, which
provides for electrical isolation of nodes and equipment.
Thirdly, the PERFORM Net is redundant to ensure
ESF/SSLC system availability. Each node has two Network
Interface Modules (NIMs), said NIM-A card and NIM-B
card. All the NIM-A card of all nodes form the network A,
and all the NIM-B card of all nodes form the network B.
The function of the NIM card is to place the data into
replicated memory for transmission the data over
PERFORM Net to other nodes. Therefore, single failure of
NIM cards or single fiber optical cable broken will not
impact the control function of the ESF/SSLC system.
Fourthly, the PERFORM Net provides several enhancement
features, such as fault detection, recovery and stability, to
standard replicated memory network to increase reliability.

Figure 9: The concept of the replicated memory
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1V: DATALINKS
The datalink is used for data transfer between two
different network platforms. More than 100 datalinks, as
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illustrated in Figure 10, are used for connection between
different suppliers. GE is the leading designer for
integration of DCIS in LMNPS. The basic design
philosophy of the DCIS system in LMNPS is to adopt the
open platform structure as much as possible, especial for
non high-speed datalinks. The interface protocols of the
datalinks are limit to “OPC” and “modbus” for non high-
speed interface between PLC and Invensys. In addition, two
types of special interfaces are designed for used in the
LMNPS. One is interface between MHI Main Turbine
Control/ Feedwater Turbine Control System and Invensys
HPS system, the other is MVD which is interface between
class-1E system to non- class 1E system. Table 5 is the
major protocols used in LMNPS

Figure 10: Interface Block Diagram of DCIS in LMNPS
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Table 5: Major protocols used in LMNPS
Item From /To Protocol
1 GE NUMAC RS-485 / PERFORM
(RPS/NMS) > Net
DRS (ESF)
2 GE NUMAC RS-485/ TCP-IP

(RPS/NMS) >
MVD-> Invensys

3 DRS (ESF)~> PERFORM Net / TCP-
MVD - Invensys | IP

4 GE NUMAC RS-485 / TCP-IP
(RPS/INMS)> (EGD)
MVD > TMR
(RPS/NMS)
(RFC/APR)

5 TMR& > Modbus over TCP/IP
Invensys

6 MHI (EHC) < > Modbus over TCP/IP
Invensys

7 PLC Modbus over TCP-IP or

OPC

The datalink is to exchange the data between two
manufactures. To ensure the data correct propagation from



one node to the other node, the design engineers of two
manufactures should communicate well and establish the
interface requirement, on physical layer as well as protocol.
Table 6 shows the example of interface requirement
between Makeup Water PLC and Invensys HPS system

Table 6: Interface requirement between Makeup Water PLC
and Invensys HPS system

Item Interface Requirement
1 Identification: Makeup Water System
2 Function: To transmit MW status information

to the DCIS for indication and alarm

Data Throughput Required: 49Kbit per second

Associated Data Links: None

3
4 Redundancy Requirements: Yes
5
6

Data Link Restrictions: N/A(Dedicated, one to

one)
7 Data Latency: 100 millisecond
8 Closed Loop Control: None
9 Physical Medium: Fiber Optic
10 Standard applications: Graphic & Display
11 Relationship: PLC: slave, DCIS: Master
12 Protocol Diagram: Open Modbus/TCP
13 Timeout Values where applicable in the

protocol diagram: Refer to Open Modbus /
TCP/IP Specification

14 Application connection identification such as
port number or service name: Ditto

15 How functions are differentiated, by different
end points or by message content: Ditto

16 Detail packet format specification for all

traffic on this datalink: ditto

1V: Plant Automation

The improvement in the plant operation from BWR to
ABWR is that “Plant Automation”. In BWR plant, if the
plant wants to increase power, the control rod is manually
withdraw by the operator to place “Control Rod Movement
Switch” in “withdraw” position or manually increase the
core flow. However, the “power increase” can be achieved
by sending the “withdraw” demand signal to Rod Control
and Information System or by sending the “increase flow”
demand signal to Reactor Flow Control System from Plant
Generation and Control System” (PGCS) in ABWR plant.

Three phases of PGCS system are normal plant startup,
power range operation, and plant shutdown. The PGCS has
the pre-defined sequences for three phases. To achieve the
plant automation, PGCS look like the sequence controller.
That is, PGCS will send the control demand to the system
level controller to perform the specific task, such as Turbine
Controller to open the control valves, after the sequence is
completed, then PGCS send another command to perform
the another task.

In order to support the plant automation, all 1&C
systems should exchange the data through gateway

correctly and should work proper function. Therefore, the
post-construction test of datalink is very important.

V: 161KV energization and Site test of DCIS

Before the DCIS Equipment shipped to site, the
equipment has performed extensive testing in the factory. (1)
Module Test. (2) Integration Test (3) Validation Test (4)
DCIS Factory Acceptance Test (FAT). Then, DCIS
equipment was/is shipped to Taiwan for installation and
perform site test. Taipower is response for installation and
site test. Due to complexity of the DCIS system, Taipower
has setup the site test plan. [4] There are two parts in the
site plan, one is initial DCIS architecture setup and the other
part is site test program. The test program is written
according to Reg. Guide 1.68, IEEE 7-4.3.2,
recommendation by manufactures and the experience
learned from previous 1&C upgrade projects.

V.1: Initial DCIS Architecture Setup

Basically, the backbone of Invensys HPS system is
Ethernet type network. Some stations can be connected to
the backbone later. Firstly, network switches and at least
two Visual Display Units for MMI should be installed.
RMU Cabinets, Control Processor Cabinets which related
to the 161KV Energization should be installed and the
Application Workstations which host the Control Processor
should be installed. After the equipment installed, the
interconnection cables and field cables, which connected
from switchgear to RMU cabinets, can be installed, tested
and terminated.

V.2: Site Test Program.

Before the cabinets energized, the insulation test of
incoming power terminal should be perform and voltage
and frequency of each cabinet power feed should be
verified within specification. To prevent the inappropriate
power to damage the electronic cards in the cabinet, the
cards may be removed. Then, energize cabinets and insert
the card modules. After power on, each station loads
software, if need, and perform self diagnostic to check the
cable and all the equipment of DCIS function properly.

Perform the input signal path check (1/0 check) by
changing the value at the sensor side or at RMU terminal
and verify the proper response, i.e. status, engineer value, at
any VDU. The output path check is to key in the value in
the VDU and verify the proper response on the terminal or
on the final element.

The other test is related to the redundant tests, which
include the dual power supply check, dual network check,
dual control processor check. The method of these types
test is to setup the close control loop environment, and
disable one component and to verify the process parameter
in the VDUs does not change.

Once the various DCIS interface cabinets are set up,
the data links must be verified. Some times, the signal will
be delivered to many devices. For example, figure 11 show
the data path from GE NUMAC system to the WDP, TMR



system and Invensys MMI display. Before testing, the data
propagation path between among manufactures should be
understood, and make the data path checkpoint table to
record the data. The test method is to simulate the “Known
Test Input” from the input of the NUMAC chassis, then
verify the test output signal at the WDP, at any one Flat
Display on MCC, and at the TMR panel.

Figure 11: The data path from GE NUMAC system to the
WDP, TMR systems and Invensys MMI display
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VI: Test tool for improving site test schedule

The FSIM Test Bed (FSIM) is the product of Invensys
Company, and is purchased by Taipower to perform the
after-modification logic test for improving the site test
schedule. If the system is not function properly in logic
during the pre-operation test, the software-related logic
must be check, modified and after-modification retest. It
can be done in the Invensys HPS System or in the offline
FSIM. Taipower choose the FSIM to perform the offline
test. Then, after the logic is confirmed in FSIM, the control
database re-import to the Invensys HPS System to perform
the pre-operation test. The benefits we gain by using FSIM
to test the logic are (1) Easier to setup the Test Environment,
(2) Easier to setup the test input (3) No plant equipment
damaged during the confirmation test. In addition, the fiber
optical cable tester, network diagnostic tool and Fiber
Optical Time Domain Reflectometer (OTDR), are the
important instruments to solve problem and measure the
characteristics of the fiber optical cable and network.

VII: Lessons learned from FAT and Conclusions.

It is the first large scale of DCIS system implemented
in ABWR plant. There is no similar experience for us to
learn or follow, especial in the DCIS Site Test. However,
some lessons can be learned based on DCIS Factory
Acceptance Test. Datalink Test will be discussed first. A
segmented DCIS Factory Acceptance Test is performed at
the Invensys, GE, and DRS Company. The datalinks
between two platforms are tested by overlap method, or by
interface-software simulator. However, the actual data
propagation path is much complex than the test
environment. The number of datalink 1/O is around 40,000
point. To perform end-to-end test of datalink 1/0, which
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discussed in section 1V, will need a lot of man-power and
time consuming. In order to complete the site test in time,
datalink 1/0 test strategy, which including sample check
criteria setup, or seeking the semi-auto datalink test tool is
undergoing. Secondly, during the system pre-operation test,
most of important control system, such as Feedwater
Control system, Reactor Flow Control System, can not
perform the close loop test due to no steam in the reactor.
The test equipment with plant model may be setup, and
hook to the control system to performed close loop test. The
plant automation system need all datalink work properly as
well as all 1&C system work properly too.

The DCIS in LMNPS is complex, large scale, and full
integrated system. It is a big challenge for all parties, which
include 1&C designer, manufacture, install-contractor,
Regulatory Authority, and Taipower, to successful integrate
multi-vender’s device together and function properly during
installation, site-test, system pre-operation, and plant startup
phase. Now, the test method for “Data Propagation Test”
and “Plant Automation Test “ need tune to short the site test
schedule. Taipower still need all DCIS participators work
together to discuss the test tool, test method which will help
the schedule improvement, and to solve the deviations from
design specification during install and test phase.
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