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壹、目的
國際航空安全調查員協會（International Society of Air Safety Investigators, ISASI）於1964年在美國創立，現已發展為一國際航空安全調查之專業組織。其會員來自飛安及失事調查機關，民航主管機關，航空器、引擎及航電產品製造廠，航空公司，航安研究機構與私人航空安全調查人員等。該協會每年於秋季舉行年會，由參加之會員國輪流主辦。一年在美國舉行，次年在其他國舉行。本屆年會有分別來自30多國約350位代表參加。

本會出席年會之目的有三：

1.促進本會新任執行長楊宏智博士與國際航空安全與調查專家之交流，建立合作及溝通管道 。
2.持續建置本會之飛航事故調查能力，推動技術合作與事故調查經驗分享。
3.發表「航空器遭遇飛行結冰之空氣動力性能分析（Performance and Flight Dynamic Analysis of the Flight in Ice Accretion）」論文一篇。 

本會人員參加2005國際航空安全調查員協會年會行程
	日期
	行程安排
	搭程飛機班次
	時 間

	09/10
	台北–洛杉機
	長榮 BR16
	23:55 ~ 21:05

	09/11
	洛杉機–福沃市
	美航 AA2440
	00:15 ~ 05:05

	09/11-09/16
	國際航空安全調查員協會(ISASI)年會

	09/17
	福沃市–洛杉機
	美航 AA2445
	14:05 ~ 15:17

	09/17

09/18
	洛杉機–台北
	長榮 BR11
	17:30~21:40

（18日）


貳、過程

2005年ISASI年會議程如附件。

參、心得

本屆年會有兩項訓練課程－直升機失事調查，以及飛航事故緊急應變及家屬協助規畫。4天會議議程中共有專題演講2篇，各類技術論文約35篇，分為六大類演講：

1.近期調查案例
2.飛航資料分析
3.特殊調查案例
4.人為因素與安全管理/調查技術 

5.業界飛航資訊分享
6.事故後壓力管理
3.1 直升機失事調查訓練

ISASI今年所安排直昇機失事調查訓練師資陣容堅強，共有五位分別來自FAA、巴西飛航安全及保全有限公司、殼牌石油公司、Honeywell與Sikorsky公司之直昇機專家。

約6小時的直升機失事調查訓練課程涵蓋甚廣，包括北美地區民用直升機之例年失事統計與肇因分析、現場調查與蒐證、人員訪談及證詞、飛航軌跡、飛機殘骸及撞擊點之研判等。訓練課程中有關直升機性能及特性、飛航儀表、飛機系統、維修作業、飛機結構、航電系統、傳動系統、旋翼系統、火燒軌跡、及發動機等均有所討論。對直昇機之氣動力、主旋翼振動、複合材料特性、結構疲勞、安定性及控制等調查重點亦均有所探討。

3.1.0教師及課程簡介

· Mr. Matt Rigsby：美國聯邦航空總署（FAA）飛航事故調查辦公室資深調查員，授課內容偏重於美國民用直升機歷年的失事統計資料分析，針對緊急航空醫療（Helicopter Emergency Medical Service，HEMS）及石油鑚油平台等用途直升機的高失事率，探討其原因，並提出近期FAA的改善措施。
· Mr. Chris Lowenstein：Sikorsky公司的首席飛航事故調查員，授課內容偏重於介紹各型Sikorsky直升機的全球市場佔有率，Sikorsky公司內部的飛航事故調查程序及經驗，他的課程內也包括幾個調查案例，唯對所簡報內容要求不得攝影拷貝及公開。
· Mr. Yasuo Ishihara：他是Honeywell航電公司的EGPWS首席工程師，於去年10月也曾來本會拜訪。授課內容偏重Honeywell公司針對防止直升機可控飛行撞地（Control Flight Into Terrain，CFIT），新式EGPWS的飛航測試結果，以及他參與的幾件調查案，從中探討如何避免類似事故再發生。
· Mr. Sergio Sales：巴西飛航安全及保全有限公司（Safety and Security Ltd，SSI）總經理，他介紹了墨西哥灣的石油鑚油平台的產值，直升機每年載運工程人員與工人的數量，探討例年失事案例，海上停機坪設計的規範，以及未來改善直升機飛航安全的具體作法。
Mr. Tom Workman：殼牌石油公司（Shell Oil Company）飛安顧問，授課內容偏重於墨西哥灣的石油鑚油平台（Gulf of Mexico， GoM）的近年失事統計與原因，提出英國的直升機飛安監控計畫－直升機振動健康監控（Helicopter Vibration Health Monitoring，HVHM），以及直升機發動機使用監控系統（Helicopter Engine Usage Monitoring System，HUMS）。

整個調查訓練課程最大的缺憾是沒有任何書面資料及講義，列出課程重點如下：

3.1.1 美國民用直升機歷年的失事統計及肇因分析

西元1993年至2004年期間，根據美國國家運輸安全委員會(National Transportation Safety Board，NTSB)的調查報告，前五大失事肇因，包括：

· 撞擊電線或外物（30件）

· 夜間儀器天氣飛行，可控飛行撞地或水或物體（controlled flight into terrain, water or objects）（25件）

· 目視飛行，可控飛行撞地或水或物體（14件）

· 原因不明 （7件）

· 主旋翼低轉速 （5件）

西元1993年至2004年期間，歸咎於機械因素造成直昇機致命失事之統計結果顯示，前五大機械因素分別為燃油污燃，發動機失效，飛控系統失效，尾旋翼失效，及主旋翼失效等。此外，因飛航操作不當引起發動機失效的統計結果顯示，其中52%為燃油耗盡，24%為發動機遭遇積冰及24%屬燃油污燃。

西元1999年至2004年期間，全美民用直升機的十萬飛時平均失事率(accident rate)約為8.8；十萬飛時平均致命失事率（fatal accident rate）約為1.39。

西元1999年至2004年期間，美國民用直升機在墨西哥灣的石油鑚油平台共有57件失事，其中17件為全毀之致命失事，共造成34名乘客死亡。墨西哥灣的六年平均失事率及致命失事率分別為2.43及0.86。

表1 美國民用直升機最近六年失事統計
[image: image1.wmf]Local
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Data sources:1.HAI/FAA APO-110,  
2. HSAC flight hour estimates
*  denotes 2003  flight hours estimate used to develop rates.
** 2001 – Includes a fuel exhaustion incident which resulted in minor aircraft damage
美國聯邦航空總署調查員Matt指出，根據美國國家運輸安全委員會(NTSB)的調查報告，於1999年至2004年期間，墨西哥灣的石油鑚油平台的直升機失事十大肇因：

	1. Loss of Engine Power / Engine Failure 

2. Main / Tail Rotor Blade Strike to Object

3. Loss of Aircraft Control (Other than tail rotor)     

4. Flight into Terrain/Water During IMC

5. Loss of Tail Rotor / Drive System (Mechanical Failure)

6. Loss of Tail Rotor Effectiveness

7. fuel Contamination / Fuel Exhaustion

8. Tie Down Attached / Gear Hung up 

9. Personnel Hit by Main / Tail Rotor

10. Others / Unknown
	（14件）

（9件）

（6件）

（6件）

（5件）

（5件）

（5件）

（2件）

（2件）

（5件）


西元1999年至2004年期間，墨西哥灣的石油鑚油平台的直升機失事案例中，八大飛航操作肇因：

	1. Main / Tail Rotor Blade Strike
2. Loss of Aircraft Control (Other than tail rotor)
3. Flight into Terrain/Water During IMC
4. Loss of Tail Rotor Effectiveness
5. Fuel Contamination / Fuel Exhaustion

6. Tie Down Attached / Gear Hung up
7. Personnel Hit by Main / Tail Rotor
8. Others (Unknown) 
	（9件）

（6件）

（6件）

（5件）

（5件）

（2件）

（2件）

（3件）


西元1999年至2004年期間，墨西哥灣的石油鑚油平台的直升機失事案例中，三大機械肇因：

	1. Loss of Engine Power / Engine Failure
2. Loss of Tail Rotor / Drive System (Mechanical failure)
3. Others / Unknown 
	（14件）

（5件）

（3件）


西元1991年時，美國緊急醫療（HEMS）用途的直升機約有225架，到2005年，提升到約有162,000架，每年約要運送30萬名人員。根據統計資料，該年緊急醫療用途的直升機有127件失事，其中49件屬致命失事，共有128人死亡。根據統計資料，約85%的失事肇因與人為因素有關，包括：飛航組員失誤，維修與品管因素，地面組員協調不當，監督管理不周等。
西元1999年至2004年期間，美國的航線客機的年失事件數從152件增加至207件；HEMS的年失事件數從2件增加至15件，如圖1。它意味著HEMS的航運需求與日俱增，且失事率成長了7倍。最近五年的紀錄顯示，HEMS的致命失事件數約5件，如圖2。
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圖1 美國航線客機及HEMS直升機失事統計圖
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圖2 美國航線客機及HEMS直升機致命失事統計圖

最近六年的失事調查進一步指出，HEMS用途直升機約76%的失事肇因與飛航組員失誤有關，包括飛航技術不佳、缺乏狀況警覺、失控、可控飛行撞地或水或物體（controlled flight into terrain, water or objects）、決斷下達不佳及上述因素組合等。約46.8%因飛航組員失誤造成的失事為可控飛行撞地或水或物體；失控後造成空間迷向進而飛行撞地；約31.7%的失事是於夜間發生的，而且18.3%的失事受天候影響，事故當時是由目視飛行(VFR)轉儀器天氣(IMC)飛行。

西元1998年至2005年期間，77件HEMS失事案例中，32件失事為單發動機，45件失事為多發動機。此外，54件失事為目視飛行適航（VFR certificated）航空器，另23件失事為儀器飛行適航（IFR certificated）航空器。
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3.1.2 直升機失事調查應注意事項

3.1.2.1講演者認為對直昇機運作應有以下危險辨識及事故預防程序，說明如下：

1.
先舉出潛在危險因子；

2.
評估危險程度；

3.
分析可能事故類型；

4.
指出可能發生事故肇因；

5.
由以上資訊得排除或掌控危險因子。

3.1.2.2執行直升機失事調查人員應注意以下各項：

1. 主旋翼與尾旋翼主結構常用碳纖維之材質，如經火燒過，其灰燼易遭吸入，對人體有害，調查員應戴上空氣過濾器始可靠近現場。又遭撕裂之碳纖維殘骸極為尖銳，調查員接觸時應戴上防護手套。過去有人被扎到，疼痛異常。

2. 調查員靠近液壓儲壓器、輪胎、起落架減震器、逃生門之彈開設備與其他有彈簧之裝置時應格外小心。應請機務人員協助解除壓力及彈簧裝置。

3. 檢視主旋翼片時，由受損為單片或多片主旋翼及其受損程度可判定當時動力情況。檢視時應戴皮質厚手套。

4. 檢視尾旋翼時，尾旋翼遭帶動力之打擊，其纖維會裂成馬尾狀；無動力之打擊，尾旋翼通常呈彎曲變形。

5. 檢視主旋翼頭之破壞型態可判定是否為具動力之撞擊。無動力之撞擊，主旋翼為下垂狀。具動力時，主旋翼應為向上翹及成大角度狀，可檢視Swash Plate之角度。

6. 檢視伺服器及飛操控制系之聯動情況。

7. 檢視尾旋翼頭及其呈現角度以確認其操控狀況。

8. 旋翼片重組可協助了解失事情景及損壞次序，尤對空中相撞情景之還原甚有助益。過去調查經驗，曾因發現有旋翼片殘骸卡在另一架直昇機發動機上，確定發生空中相撞。

9. 若有鈦合金與鋁合金之相撞擊，會有刮下金屬附著物留於表面，可檢視分辨之。

10. 生還因素之調查包括要檢視失事後遭損壞之燃油管路是否已自行封斷以防止燃油洩漏起火。檢視組員座椅之避震設計是否有效，同時檢視起落架之減震支柱是否發揮功能。

3.1.3 緊急航空醫療服務直升機（Helicopter for Emergency Medical Service, HEMS）之飛安問題

造成美國HEMS用途的直升機的高失事率，是與無適當的民航法規可遵循及無法建立有效的查核制度有關。

西元2000年，美國FAA、HEMS業者以及美國直升機協會組成工作小組，重新檢視HEMS事故，並作肇因(Root Cause)分析。西元2001年4月，FAA提出分析報告建議組成航空醫療安全咨詢委員會（Air Medical Safety Advisory Council，AMSAC），以促進HEMS業者重視飛航安全，建立自我督導制度，以期全面降低HEMS失事。西元2005年1月FAA提出編號8000.293之直升機緊急醫療服務操作（HEMS Operations）通告，，賦與FAA主任查核員對HEMS業者的監督及查核權責要點。查核員建議FAA須提供HEMS的飛航組員及地勤維修人員有關決心下達、遵守飛航程序及座艙資源管理等遵循資料。8000.293通告中，對HEMS業者的主要建議如下：

1.確認飛航組員的訓練課目，包括儀器天氣飛行、夜間長途越場於特殊地區飛行（飛越平原及山區）即。鼓勵業者發展於本場天氣突然轉換為儀器天氣飛行之行動計畫 
2.重新檢視FAA-H-8083-21旋翼機飛行操作手冊，第14章-之內容是否已將業者政策、程序及訓練計畫等包括在手冊之內。
對緊急醫療業者要強調安全文化，使能建立基本系統安全及運用風險管理技能，並在每次飛航均作安全考量或風險管理/策略評估

3.2 近期飛航事故調查

3.2.1 KAM Air Flight 904飛航事故於阿富汗喀布爾之調查挑戰

演講者：Bob Benzon （美國運輸安全委員會調查處處長）
雖然每次飛航事故之本質及難度不同，但仍有類似重大事故調查程序可供參考，但本調查之旅，對有經驗的飛航事故調查員仍會深感錯愕。
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圖3 KAM Air Flight 904 失事現場
2005年2月3日，Kam Air Flight 904，波音737，執行Herat to Kabul(阿富汗)，於進場期間因Kabul國際機場週遭的低能見度，後被通報失蹤。失蹤兩天後，KA904被發現墜毀於Kabul機場東南東20英里的高山山脊(11,000呎)，如圖3。機上的104人全數罹難，大多數罹難者是為前往幫助阿富汗再造的各種人道主義援助者。

NTSB調查員以授權代表身分奉命前往阿富汗執行KAM Air Flight 904調查，搭乘直升機前往事故現場，在當地必須自找下榻飯店，租賃汽車，並駕車去山區的前進指揮中心開組織會議，現場參與者有政府官員，新聞媒體等。值得一提的是，事故現場位於活躍的戰區之中。

因為阿富汗的緊張的軍事和政治情勢，NTSB調查員採自願參加方式。因為安全上之顧慮，美國的飛機機體及發動機製造商拒絕參與這次海外調查活動。雖然他們的專門技能對調查有極大助益，但是不情願到阿富汗是可理解的，所以這是NTSB一項不正常的海外調查任務。 
【結 語】

1.Kam Air 904的調查仍在進行中， CVR仍未尋獲。
2.最終報告以ICAO Annex 13 格式撰寫為目標，仍有許多政治干預，調查進度不易掌控。
3.參與飛航事故調查的人員包括阿富汗民航局，美國NTSB及 Kam Air， Phoenix Aviation人員等，另有義大利，土耳其，吉爾吉斯共和國，美國陸軍等聯合國維持和平部隊陪同以冊安全。
4.目標-從悲劇中尋找飛安事故原因以免再重蹈前轍而改善安全。 

3.2.2 飛航事故調查方法與目的

演講者：Stéphane Corcos, Pierre Jouniaux

（法國飛航事故調查局資深調查員兼調查處處長，）
事故案例 1.CRJ-100 不穩定進場失事  
2003年6月22日， 一架Bombardier CRJ-100型客機執行法國南特(Nates)至佈列斯特(Brest)定期載客任務。該機CM-1在左座擔任操控駕駛員（Pilot Flying, PF），CM-2在右座擔任監控駕駛員（Pilot Monitor, PM）。事故當時，南特機場的雲幕高200呎，能見度800公尺，該機實施26Ｌ跑道儀器降落系統（Instrument Landing System, ILS）進場時，因天候因素造成最後進場高度低於下滑道，該機的近地警告系統（GPWS）有所作動，駕駛艙發出幾次「Glide slope」與「Sink rate」警告聲響，操控駕駛員無法修正高度，造成該機撞擊高壓電塔及路面後引起大火，墜毀於跑道端前方約800公尺之處，如圖4。該機載有駕駛員2人，客艙組員2人、乘客21人，合計25人，機長死亡，餘3名機組人員輕傷，航空器全毀。圖5為進場軌跡及Jeppesen航圖。

根據BEA的調查報告，該事故肇因有關的調查發現如下：

· 開始進場時未選用「APPR」進場模式的誤失，導致自動駕駛無法攔截到儀器降落系統（localizer and glide-slope）的訊號。

· 由於飛航組員專注於垂直導航（vertical navigation），未察覺到飛行軌跡的水平橫向偏差。

· 飛航組員持續不穩定進場，直至決斷高度。

· 飛航組員及塔台管制員的溝通不良。
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圖4  CRJ-100失事現場
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圖5進場軌跡及Jeppesen航圖。

事故案例2.MD-83 不穩定進場

2004年3月21日0220時，一架波音麥道MD-83型客機實施VOR-DME進場至法國南特機場。事故當時，南特機場的能見度很糟，而且降雨。因為機場附近有雷雨包存在，飛航組員刻意以30度的偏差角度進場。該機於通過最後進場點（FAP）後下降率仍然過大，約400呎高度時，飛航組員以大量的左坡度實施重飛。BEA調查中發現，夜間的惡劣天氣對飛航組員之狀況警覺產生影響，南特機場的非精密進場程序有改善空間。根據BEA的調查報告，該事故肇因有關的調查發現，包括對機載氣象雷達顯示的誤解、缺乏VOR-DME進場技術的準確度認知、飛航組員彼此對VOR-DME的偏差進場未充分溝通等。

該事故與風險有關的調查發現，包括CRM訓練不足、該公司對飛安資訊的宣導及回饋不當、惡劣天氣造成組員壓力、標準作業程序的偏差及飛航組員與塔台管制員間溝通不足等。

【結語】

兩件飛航事故的基本肇因均含人為因素，BEA所投入的調查資源雖然不同，但所發現的事故肇因類似。此外，MD-83型客機為外國航空器，BEA未取得飛航紀錄器，整個調查係依據雷達資料及訪談。

3.2.3航空器遭遇飛行結冰之空氣動力性能分析

演講者：官文霖博士 （行政院飛航安全委員會 副飛安官）
復興航空公司GE791貨機，機型ATR-72，登記號碼B-22708，於2002年12月21日，本地時間上午01： 05由中正國際機場起飛，目的地為澳門國際機場。該機於01：52，約在馬公西南27公里處，自台北區域管制中心雷達幕消失，航程時間47分鐘。

氣象資料紀錄顯示：GE 791在中正國際機場離場時之地面溫度為攝氏20度，事故區域高度18,000呎之預報溫度為攝氏零下9度。

解讀該機飛航資料紀錄器（Flight Data Recorder, FDR）紀錄參數：該機在0134時至0137時，及0141時至0152時（FDR停止紀錄時）兩時段，其機身除冰系統（Airframe De-icing）在啟動位置。

由調查結果是該機遭遇嚴重積冰。當時液態水含量及最大的水滴尺寸超過美國聯邦/歐盟航空法規FAR/JAR 25 附錄C 之積冰適航範圍，如圖6；飛航組員曾發現該機結冰並兩度啟動機身除冰系統，但未按相關手冊進行處置程序，致飛航組員未獲該程序中對「嚴重積冰偵測有所警惕」之提示。飛航組員未能適時發現該機嚴重積冰狀況，而後發現嚴重積冰未立即改變高度，亦未執行其它「嚴重積冰緊急程序」項目，遂使該機進入「不正常或非因操控之滾轉」狀態，隨後失速墜毀。
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圖6  GE791班機遭遇飛行積冰後之飛航性能分析圖

【結 語】

GE791遭遇嚴重積冰，其飛航性能衰減情形如下：
· 指示空速衰減       : 42 浬
· 失速攻角減小     : 50% ( 5.5 度)

· 昇力減小           : 47%

· 阻力增加           : 95% (500 阻力單位)  

依據飛航資料（CVR及FDR）及飛航性能分析，飛安會調查報告結論指出GE791遭遇嚴重積冰，其液態水含量及最大的小水滴尺寸超過美國聯邦/歐盟航空法規FAR/JAR 25 附錄C 之積冰適航範圍。

3.3 飛航資料分析

3.3.1 下一代飛航資料分析發展趨勢

演講者：Jill Sladen (IATA)， Mike Poole (Flight Scape)
本篇論文探討航空界為何未分享從飛航資料分析獲得之數據作為消彌失事之原因，並論述未來的作法。

失事調查報告廣為分享於航空界之原因有四：媒體高度關切、大眾有知的權利與期待、平行調查中的訴訟要求包含事故細節、按ICAO ANNEX 13格式撰寫調查報告及提出飛安改善建議。
飛安事件之調查結果（FDA）無法於航空界分享之原因有六：無媒體關切、無大眾期待、無訴訟要求、未建立分享之處理程序及平台、公司內部不希望將”缺失”曝光及改善飛安決心與形象考量相衝突。圖7比較失事調查及飛安事件調查之資料分析的差異性及共通性。
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圖7 失事調查及飛安事件調查之資料分析差異性及共通性

阻礙飛航資料分析之因素很多，演講者以他20年的調查經驗說明，QAR與FDR兩具紀錄器均可紀錄資料但內容不盡相同；擔心資料被過度或不當使用的顧慮；民航業界之飛航資料分享觀念尚未成熟；飛航資料分享的技術困難包括:

· Parameter nomenclature, sample rates, resolution

· Filtering and processing of data both airborne and on-ground

· Multiple data sources for same parameter

· Algorithms and techniques for deriving parameters

· Event definitions

· Operational environments

· Cultural differences

· Interpretation of statistics

【結 語】

Flightscape公司與IATA簽約成為合做夥伴，將於2005年10月推出Insight/FDM模組。主要用於航空公司飛航資料例常性解讀，事件偵測，及統計等功能。以.NET為基礎，使用者有許多為客戶化功能。Insight/FDM是IATA提供給會員作飛航資料解讀之平台。各個IATA會員付年費後，只要將FDR/QAR原始資料上傳至特定網路，採Insight/FDM模組結合網路，以專家系統的平台進行飛航資料解讀及分析。它將顯示原因，然後產生調查報告，並以視覺化模擬工具作為飛安改善項目的教學範例。此外，這些飛安事件在去名及適當保全處理後，會自動更新IATA的飛安資料庫（STEADE），提供會員搜尋及研究用途。目前USERS: Air Transit，Kenya。

透過Flightscape與IATA的合作，可提供全球民航業者進行例常性飛航資料解讀及分析。IATA預期於2006年固定翼航空器之失事率將降至0.65，如圖8。
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圖8 全球西方製造固定翼航空器旅運量及失事率
3.3.2 探討以事件導向原因推動失事知識管理

演講者：Dr. James T. Luxhøj & Ahmet Oztekin (美國Rutgers Univ.)
NASA航空安全保安計劃室(Aviation Safety and Security Programs，AVSSP)近年推動五大子計畫：天候安全技術、載具安全技術、系統安全技術、系統弱點偵測  (屬保安)、飛機及系統弱點修補(屬保安)。事件導向原因（Case-Based Reasoning，CBR ）是NASA航空安全及保安計劃室的五年委託計畫，主要是以NTSB的失事案件為基礎，藉以發展航空系統風險模式(Aviation System Risk Model ，ASRM)分析方法。

航空系統風險模式(ASRM)，包括：可控飛行撞地(Controlled Flight Into Terrain， CFIT)、維修(Maintenance， MAIN)、失控(Loss of Control， LOC)、跑道入侵(Runway Incursion， RI)、發動機失效(Engine Failure， EF)、普通航空(General Aviation， GA)等五大項目。

航空系統風險模式(ASRM)研究對象為民用航空，是一研究飛航事故的因果關係的原型專家系統(Expert System)。它一開始需要航空領域方面的專家的專業技能判定後建立分析模型，才能組成其知識庫(database)。在建造知識庫時，第一個階段使用美國國家運輸安全委員會(NTSB)事故最終報告(Final Report)，主要工作為尋找確定之事故肇因和風險因素間之相互關係，以作出事故的因果模式。第二階段採用Bayesian Belief Networks (BBNs)作為事故因果模式的建模工具。

【結 語】

飛航事故案例選擇：收集發生於1990到1996年的NTSB最終調查報告，包含 part 121/135/91等，共有15件失事案例，並區分為五大類－可控飛行撞地(Controlled Flight Into Terrain，CFIT) 、維修(Maintenance，MAIN) 、失控(Loss of Control， LOC) 、跑道入侵(Runway Incursion， RI、發動機失效(Engine Failure，EF)、普通航空(General Aviation，GA)。

事故肇因建模：它採用Bayesian Belief Networks的商業軟體HUGIN對各別事故肇因作建模處理。事故肇因的驅動因子是由NSTB報告的調查發現(Findings)中篩選出來，為使事故肇因建模容易，也利用人為因素分析和分類系統(Human Factors Analysis and Classification System，HFACS)分類法作為建模的關鍵詞。

3.4特殊調查

針對特殊調查的論文有兩篇。一篇主講跑道濕滑之失事，另一篇介紹美國未來的亂流預報及其偵測技術。

講演者是一位印度籍機長，他認為過去三十年的平均紀錄，每年約有5架飛機滑出或偏出跑道。例如，今年已有兩件滑出跑道後失事全毀的案例。一架DC-10在孟加拉孟買滑出跑道；法航A-340在加拿大多倫多機場滑出跑道，如圖9；另外，印度航空一架747-400在Mumbai機場也滑出跑道。這些案例都與跑道濕滑有直接關係。
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圖9 法航A-340在加拿大多倫多機場衝出跑道之現場圖

會中印度機長引述兩項波音專家的意見值得我們思考。

『Airplane braking coefficient is not tire to ground friction but instead it is the percentage of the total airplane weight on the wheels which is converted into an effective stopping force 』；

『the heading “runway friction and runway texture or how slippery is wet” claims that a wet runway results in less friction available to stop the airplane in an emergency. 』。

問題：所謂道面濕滑，多濕滑(damp/wet/slippery)它才會降低跑道摩擦係數?

飛機製廠的適航測試中，乾跑道摩擦係數是用0.4，濕滑跑道摩擦係數是用0.2；這種適航測試與實際飛行員會面臨的濕滑條件並不一致，且航空站就算定期公告”道面摩擦係數”，它也只是用特定水膜厚度，以地面車輛測出道面摩擦係數，它也與實際飛機落地所遇到的跑道摩擦係數不一樣。

3.5. 人為因素及安全管理/調查技術

3.5.1下一代飛航事故調查員之甄選

演講者：Keith Mcguire （美國運安會西北地區運安會執行處長）
Keith是美國NTSB西北地區運安會執行處長，也是NTSB資深調查官員及民航學院講師。他的論點強調如何甄選下一代優秀的飛航事故調查員。，他指出飛航事故調查員必需具備四大特點：調查技能（Technical Skills）、與人相處的技巧（Interpersonal Skills）、客觀且系統性的邏輯思考（ Logical Thought – Objective and Systematic ）、撰寫調查報告技能（Technical Writing Skills）。

1.調查技能

· 甄選新人前訂出需要那些類別的調查技能人員，

· 具備航空背景較易進入狀況，但專業調查小組的須求也可由訓練來達成。

· 調查技能之訓練以有系統規畫，配合適當的在職訓練較有成效。

2.與人相處的技巧

· 飛航事故調查員不可能獨自調查所有的航空專業領域，調查員必須信賴一起合作的航空專家代表，並從他們身上獲得協助及收集到事實資料。一部份資訊之取得是來自於飛航駕駛員，或各種證人。另ㄧ部份的資訊可能來自飛機製造廠及相關的專業技術代表。調查員與人相處的技巧會影響整個調查品質及各方合作關係，所以要慎選飛航事故調查員。

3.客觀且系統性的邏輯思考

· 飛航事故調查員要能以客觀且系統性的邏輯思考能力，組織所有收集到的相關事實資料，並使飛航事故的發生順序有一致性的結果，再從中作結論。要先以事實資料判定發生了什麼（What happened），而不是一開始就推測它為何發生（Why happened），再找事實資料來支持。飛航事故調查的發現，一定要有事實證據的支持。

· 調查員要能心胸寬廣，不能一昧的投入他預先設想的可能事故肇因中。或許有些事故調查案，能很快找出事故肇因，但仍須謹慎檢視所有的證據。因為，事故調查的結論是為改善飛安，所以調查中也要盡力找出相關的風險因子。

4.撰寫調查報告技能

· 調查員必須依據事實資料來準確的撰寫報告，力求文法及措詞的正確及準確，提供讀者一個完整且易懂的調查報告。就算報告中引用了專業難懂的分析過程，但與它相關的事實證據也要交代清楚。

【結 語】

優秀的飛航事故調查員應具備上述四種技能。

調查技能及撰寫調查報告技能的相關訓練較易達成；但是與人相處的技巧、客觀且系統性的邏輯思考是很難藉由訓練達成，且甄選過程不易納入考量。因此，甄選新的飛航事故調查員過程，應將與人相處的技巧、客觀且系統性的邏輯思考列為把關的最後機會。

3.5.2 三維照片建模於飛航事故調查之應用

演講者：Michael Schruuman （荷蘭運安會 調查員）

荷蘭運安會參考中華民國行政院飛航安全委員會的殘骸三維軟體重建系統（3D SWRPS），改用數位相機拍出多張照片作立體相對作3D建模。主要應用於普通航空業之飛航事故原因鑑定，如圖10。因屬創新技術值得本會投入持續的研發。

荷蘭運安會的三維照片建模（3D Photogrammetric Reconstruction）主要缺點說明如下：
· 每張照片的光圈及解析度要一樣。

· 適合物體表面較光滑，且曲面反光要均勻。

· 拍照環境的光源要均勻，不能存在陰影或過度曝光。

· 所有物體的控制點由人工點選，若像機與物體距離過遠，則效果變差。

· 任何物體建成三維模型後其精確度甚難掌握，大小僅數公分至數十公分，如圖11。
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圖10 普通業航空器之失事照片
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圖11 普通業航空器失事照片建模後成果
中華民國行政院飛航安全委員會發展殘骸三維軟體重建系統（3D SWRPS）簡介如下：

2002年5月25日，CI611班機失事後，中華民國行政院飛航安全委員會（ASC/Taiwan）隨即快速的發展殘骸三維軟體重建系統。該計畫為發展適用於CI611 失事班機之殘骸三維軟體重建系統，以協助殘骸硬體重建與性能分析工作。

主要的工作有二：（1）配合失事班機之實體殘骸重建工作，提供未打撈到殘骸之外型與破壞力學分析應用。（2）結合飛航軌跡、雷達碎片資料、海面打撈殘骸資料與主殘骸之三維模型，作為航機空中解體順序（Break-Up Sequence）之模擬與驗證，作為該機失事原因鑑定之參考。

3D SWRPS計畫是使用長距離、高精度三維雷射掃描儀，表2 為ILRIS及LMS 420兩台長距離與高精度三維雷射掃描儀的功能比較表，基於雷射操作安全、3mm精度與最遠2km的操作距離，本計畫使用ILRIS三維雷射掃描儀。對波音747-200貨機進行機內外艙掃描，對失事客機第44，46，48段殘骸進行掃描與建模（Modeling）工作。整個三維軟體重建工作共掃描了160件殘骸。其中有50件殘骸需用大型吊車吊掛離地掃描，歷時一個月。

3D SWRPS計畫的主要工作流程包括：殘骸三維雷射掃描、殘骸軟體建模、殘骸模型修訂、殘骸模型轉檔與貼圖、參考模型與殘骸三維軟體重建、整合事實資料製作空中解體動畫等。其中，參考模型（3D Reference Model）相當於硬體重建的支撐架框。空中解體動畫的飛航軌跡是由飛航資料記錄器與初級雷達回波，殘骸打撈位置，以及風場資料，給定彈道係數後計算獲得。

【結 語】

殘骸三維軟體重建系統，及三維照片建模方法都具備彈性及快速應用的便利性。三維照片建模方法較經濟便宜，較適用於普通航空器之相互碰撞，空中解體等調查。三維照片建模方法尚需再投入共更廣泛研究，例如：拍照的位置及技巧，建模精確度的分析，如何有效訓練調查員使用等考量。

3.5.3 跑道軌跡分析

演講者：Mark Smith （波音商用飛機公司調查員）
Mark發表的跑道軌跡分析論文，引起很大的迴響。因針對飛機是否不穩定進場導致衝出或偏出跑道，著陸是否過晚，或是可能因跑道濕滑或是水飄等分析都有很大的幫助。

涉及飛機於跑道道面操作期間的性能，必需確定或推斷出主輪著陸點（Touch down point，T/D point）才能進行分析。然而，主輪著陸點座標（Sx, Sy）並沒紀錄在飛航資料紀錄器的飛航參數中。所謂主輪著陸點之時機係指飛機主輪著陸後，任一主輪減震支柱壓縮之時間點。確切的主輪著陸點，係依「Landing Gear RH/LH Compressed Shock Absorber（主輪減震支柱壓縮）」，並比對「Normal Acceleration（垂直加速度）」兩參數才能推斷出來。

波音的跑道軌跡分析程式核心稱為KINCON（Kinematic Consistency），它是波音商用部門中的氣動力及導航控制小組（Aerodynamic, Stability and Control，Aero S&C）研發出來的，並已申請專利保護其智慧產權。KINCON程式使用FDR原始資料、CVR抄件，以及地面刮痕或軌跡分佈座標為基本資料，根據FDR解讀的三軸加速度，速度，航向，姿態角，漂流角等交叉運算作動力學最佳化匹配分析，以消除三軸加速度的偏差，進而求得尤拉角，角速率，風場等，如圖12。

Mark的論文分析表比較了三種飛航軌跡計算的優缺點，列表如下：

（I）三軸加速度積分兩次法

(Double integration of kinematically corrected FDR accelerations)

	優點
	缺點

	· 最適合老舊紀錄器參數很少的調查

· 短時間的績分下，準確度高
	· 存在Bias需先消除

· 三軸加速度取樣率不夠高，易累積位置誤差 


（II）地速及航向積分法

(Single integration from FDR ground speed, heading and drift )

	優點
	缺點

	· 積分方法最簡單，準確性高。

· 若FDR沒紀錄漂流角，則位置精度受影響，尤以橫向較明顯。
	· 所用參數取樣率只有1 Hz，無法分辨1秒內的位置變化


（III）儀器進場訊號計算法

(Distances Calculated Using Recorded Glide Slop and Localizer Data)

藉由FDR紀錄的滑降台及左右定位台的偏移訊號，記算出相對於參考下滑道，及機場跑道延伸線的偏移座標。

	優點
	缺點

	· 精確度尚可。
	· 需先校正滑降台及左右定位台誤差

· 不是每般航班都有儀器進場訊號
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圖12 波音的跑道軌跡分析成果
【結 語】

· 波音跑道軌跡分析程式KINCON發展多年且可靠性高；
· 波音2004年協助全球客戶及政府調查機關之分析有約30次；

· KINCON分析是免費服務，可多加利用；
· 委託波音進行跑道軌跡分析，須準備FDR 原始資料、地面刮痕或軌跡分佈座標、跑道資料（乾或濕、坡度、長寬、摩擦係數等）、飛機輪胎及結構損壞狀況及相關照片等。
3.5.4  EGPWS 對組員之跑道警覺及語音警告簡介

美國Honeywell 公司專題介紹已發展成功之「增強型近障警告系」（Enhanced Ground Proximity Warning System, EGPWS） 之新增功能「跑道警覺與參考系統」（Runway Awareness & Advisory System, RAAS）。該RAAS系統只需將目前使用之MKV或MKVII EGPWS作軟體修改即可。

RAAS主要功能分為（I）地面與（II）空中進場兩部份。

（I）1. 在地面滑行接近跑道時有以下語音警告：Approaching Runway xx。

2. 在地面滑行進入跑道時有以下語音警告：On Runway xx.

3. 落地後在跑道滾行過半條跑道後地速大於40浬時有以下語音警告：4000（Distance）Remaining,3000 Remaining,直至500 Remaining。

4. 落地後在跑道滾行地速小於40浬時有以下語音警告：100 Remaining。

5. 在地面滑行進入跑道長久等待起飛時有以下語音警告： On Runway XX.

6. 在滑行道上起飛時有以下語音警告： On Taxiway, On Taxiway.

7. 在跑道中段（Intersection）起飛時有以下語音警告：On Runway XX, 2000 Remaining.

8.放棄起飛時如地速大於40浬有剩餘距離語音警告：1000 Remaining,500 Remaining等.

（II）空中

1. 在接近跑道3浬內時有以下語音警告：Approaching Runway XX.

2. 在接近較短跑道3浬內時有以下語音警告：Approaching Runway XX.Y Thousand Available.

結語：RAAS之研發係針對過去發生太多次之跑道入侵；使用滑行道起飛；使用部份跑道起飛（餘長不足）及組員錯誤認為自己所在之位置等，聽來似乎不太可能發生，但事實上有太多之案例可查。RAAS應是用心良苦之設計，此設備加強駕駛員最後一道防線。

肆、建
議

（1） 本會自成立以來即加入ISASI，並積極參與會務與年會活動，歷年來同仁陸續在歷屆年會發表論文，將本會的重大飛航事故調查之發現及經驗與國際同業分享。今年發表之論文【航空器遭遇飛行結冰之空氣動力性能分析】，也深獲與會人士之高度興趣，會後不斷有國際同業前來索取相關資料。建議本會同仁積極參加國際會議發表論文，除與同業分享專業知識與經驗，並可藉以提昇國家形象與知名度。
（2） 本會於亞洲地區屬ISASI資深團體會員（Corporate Member），近年其他亞洲國家的飛航事故調查機關也陸續加入，例如新加坡AAIBS、南韓KAIB、香港民航處CAD及印尼NTSC等。目前國內除本會為ISASI之團體會員外，尚有華航、長榮及台灣飛安基金會。建議交通部民用航空局及其他國籍航空公司亦能加入此一國際調查組織。此外，建議本會積極與其它亞洲國家的飛航事故調查機關建立溝通管道，探討飛航事故調查技術之交流與合作。
（3） 本會實驗室在科技的應用及研發上，相較於國際的其它調查單位的表現已有一定水準，如航空器遭遇飛行結冰之空氣動力性能分析，以及三維軟體殘骸重建的應用，在各會員間深獲好評。會議中荷蘭運安會所發表的三維照片建模方法，一再向外界說明其靈感來自行政院飛安委員會，並感謝本會對他們的技術協助。建議本會持續投入相關調查技術之研發，以俾利於未來充滿挑戰且複雜的調查需求。
本會雖已建立人為因素領域的調查能量及人才培訓，但尚未發展或是引用一套適合本會調查所需的分析系統，從與會的技術論文中，有很多可以學習的對象，如法國BEA所用之EEAIRS，美國航空太空總署所用之ASRM。建議本會可以針對目前在失事調查領域中已有的人為因素分析方法做更深入的研究，為本會的人為因素調查建立更完善的能量。

（4） 附

錄 1
Sunday September 11, 2005

	Time
	Event

	1300 - 1700
	Registration 註冊


 
Monday September 12, 2005 
	Time
	Event

	0730 – 1700
	Registration註冊

	0830 – 1130
	Tutorial 1, Session 1 
Helicopter Accident Investigation Basics

基礎直升機失事調查

Matt Rigsby, FAA Rotorcraft Directorate Standards Staff, FAA Office of Accident Investigation
Chris Lowenstein, Chief Aircraft Safety Investigator, Sikorsky

	Break at 10:00am

	0830 - 1130
	Tutorial 2, Session 1
Family Assistance Issues, Opportunities and Challenges & Accident Preparedness 

飛航事故緊急應變及家屬協助規畫

Christine Meyer Hinkley, Aviation Attorney and Consultant, Hinkley and Leblanc
Martin Bosman, Advanced Aviation Safety Services

	1130 – 1300
	Lunch

	1300 – 1700
	Tutorial 1, Session 2
Helicopter Accident Investigation Basics 

基礎直升機失事調查
Yasuo Ishihara Sr. Principal Engineer EGPWS Honeywell, Helicopter EGPWS
Sergio Sales, Director, Safety and Security Ltd., Brazil
Tom Workman, Aviation Advisor, Shell Oil Company 

	Break at 3:00pm

	1300 – 1700
	Tutorial 2, Session 2
飛航事故緊急應變及家屬協助規畫

Family Assistance Issues, Opportunities and Challenges & Accident Preparedness
Christine Meyer Hinkley, Aviation Attorney and Consultant, Hinkley and Leblanc
Martin Bosman, Advanced Aviation Safety Services


Tuesday September 13, 2005 

	Time
	Event

	0730 - 1700
	Registration

	0700 - 0830
	Continental Breakfast

	0830
	Companions Meet

	0830–0845
	Seminar Opening Statements
ISASI 2005 Seminar Committee

	0845-0900
	Introductions ISASI主席致辭
Frank DelGandio, ISASI President

	0900–0930
	Keynote Speaker 專題演講
John Goglia, PAMA Senior Vice President

	0930–1030
	Papers: Recent Investigations 
Challenges in the Afghan Investigation of the KAM Air Flight 904
Bob Benzon, NTSB IIC, U.S.

 在阿富汗KAM Air 904飛航事故調查之挑戰

Accident, Serious Incident, and Incident Investigations: Different Approaches, The Same Objective

飛航事故調查方法與目的

Stephane Corcos, Head of Investigations, BEA France
Pierre Jouniaux Senior Investigator, BEA France 
Find the Reasons: Stop Feeding the Causes and Let the Reasons Starve
Dr. Robert O. Besco, President, PPI; Captain (ret.), American Airlines, U.S. 

	1030–1100
	Break

	1100–1140
	Papers: Recent Investigations最近的飛航事故調查

Performance and Flight Dynamics Analysis of the Flight in Ice Accretion
航空器遭遇積冰之空氣動力性能分析
Wen Lin Guan, Aviation Safety Council Taiwan, R.O.C. 
Are the TCAS/ACAS Safety Improvements Sufficient?

TCAS/ACAS的飛安改善足夠嗎?

Johann Reuss, Investigator, German Federal Bureau of Aircraft Accidents Investigation

	1140–1200
	Question and Answer問答時間

	1200–1330
	Lunch

	Time
	Event

	1330 - 1500
	Panel 1
Industry Flight Safety Information Sharing Activities

飛安資訊分享的討論
Moderator - Captain Scott Griffith, American Airlines, Chairman, ASAP Aviation Rulemaking Committee
Panel – Mr. Jim Ballough, AFS-1, FAA 
Dr. Tom Chidester, NASA Ames
Captain Terry McVenes, Executive Central Air Safety Chairman, Air Line Pilots Association
Dr. Steve Predmore, Vice President Safety, JetBlue Airlines, Industry Co-Chair Chairman, FOQA Aviation Rulemaking Committee

Industry Flight Safety Information Sharing Activities
David Mawdsley, Director Safety Operations and Infrastructure, IATA, Tom O’Kane, FRAeS, Aviation Safety Advisor

	1500-1530
	Break

	1530- 1610
	Panel 1 (Continued)

	1610 - 1650
	Question and Answer 問答時間

	1650 - 1700
	Closing Remarks

	1700 - 1800
	ISASI Society Meetings


 Wednesday September 14, 2005 

	Time
	Event

	0730 – 1700
	Registration

	0700 – 0800
	Continental Breakfast

	0800-0830
	Keynote Speaker  專題演講
Mr. Jim Ballough, Director AFS-1, FAA

	0830 – 1030
	 Papers: Data Analysis 飛航資料分析
Flight Data Monitoring- A New Approach
飛航資料監控的新方法
Simone Sporer, Psychologist, University of Applied Science, Austria 
A Case-based Reasoning Approach for Accident Scenario Knowledge Managemen

探討以事件導向原因推動失事知識管理

Ahmet Oztekin, M.S. Student, University of Rutgers
Airline Flight Data Analysis (FDA) – The Next Generation
下一代飛航資料分析發展趨勢
David Mawdsley, Director Safety Operations and Infrastructure, IATA
Mike Poole, Managing Partner, Flightscape, U.S.
 Investigation of Causes of Engine Surge Based on Data in Flight Operations Quality Assurance Program
利用飛航資料(FOQA)調查發動機震爆原因

C. Edward Lan, University of Kansas
Samason Y.C. Yeh, Captain, China Airlines, Taiwan, R.O.C
Practical Human Factors in the Investigation of Daily Events
例常事件之人為因素實務調查

Paul Jansonious, Standards Pilot, Human Factors Training, West Jet
Elaine Parker, Flight Safety Officer, Prairies and Alberta, Air Canada Jazz

	1030 – 1100
	Break

	1100 – 1140
	 Papers: Data Analysis飛航資料分析
International Similarities and Differences in the Characteristics of Fatal General Aviation Accidents in Eight Countries

探討八國對普通航空業致命失事調查之異同
Robert Matthews, Ph.D., Office of Accident Investigation, FAA, U.S. 
Sonar as a Tool to Retrieve Airplanes and Schooners
利用聲納探測尋找墜海飛機及雙桅木造沉船

John Fish, American Underwater Search and Survey
John Purvis,  Safety Service International 

	1140 – 1200
	Question and Answer問答時間

	1200 – 1330
	Lunch
(Special Entertainment)

	Time
	Event

	1330 – 1530
	Panel 2
Post Accident/Incident Stress Management Guidance for the Investigator

調查員於飛航事故調查後之壓力管理
Moderator – To Be Named
Panel – Ms. Tania Glenn, Readiness Group International 
Ms. Brenda Tillman, Readiness Group International
Ms. Mary Cotter, Air Accident Investigation Unit, Ireland
 

	1530 – 1600
	Break

	 
1600 - 1640
 
	Papers: Special Investigations  特殊調查
Wet Runway Operations
探討濕滑跑道操作

Captain A. Ranganathan, Spicejet, India
Delta Airlines Emerging Technologies for Turbulence Avoidance:  The Delta Airlines Perspective

DELTA航空公司遭亂流之緊急科技

Christian Amaral Project Pilot - Turbulence.
Bill Watts Turbulence Program Manager, Delta Airlines 
 

	1640 – 1700
	Question and Answer  問答時間

	1700 – 1715
	Closing Statements  閉幕致詞

	1715
	ISASI Working Group Meetings  ISASI小組會議

	
	Free Evening


 Thursday September 15, 2005 

	Time
	Event

	0700 – 1000
	Registration

	0700 – 0800
	Continental Breakfast

	0800 – 1000
	Papers: Human Factors and Safety Management

人為因素及安全管理

Total Safety Management for Aircraft Maintenance Using TQM Approach

應用於飛機維修之全面安全管理

Derrick Tang, Principal Consultant, Advent Mangement Consulting, Singapore
Maintenance Error Prediction Modeling

探討維修失誤預測模式

Howard Leach, MRAeS, British Airways, England 
Aircraft Accident Investigation Applications of System Identification Techniques
系統識別技術於飛航事故調查之應用

S. Nei Neto Instituto Tecnologico de Aeronautica (ITA), Brasil, Gustavo Moraes Cazelli , Embraer, Brasil

Thermostructural Failure in Aviation Accidents

溫控材料失效於航空失事案件之探討
Joseph Rakow, Ph.D., Exponent Failure Analysis Associates
EGPWS RAAS - Runway Awareness & Advisory System

增強近障礙警告系之跑道警覺及告示系統發展現況（EGPWS RAAS）

Jody M. Todd, Captain and Technical Pilot, Business Jet Programs, Honeywell Aerospace Electronic Systems, U.S. 

 
GAS TURBINE Rotor Seizure Effects

渦輪轉子咬死現象之探討

Al Weaver, Senior Fellow Emeritus, Gas Turbine Investigations
 

	1000 – 1010
	ISASI 2006 Cancun Preview 

Barbara Dunn

	1010 – 1030
	Break

	1030 – 1110
	 Papers: Investigative Techniques
3D Photogrammetric Reconstruction in Aircraft Accident Investigation
3D 照片法重建殘骸之失事調查

Michiel Schuurman, Student Aerospace Engineering, Technical University Delft, Netherlands
 
Do You Smell Smoke? Issues in the Design and Content  of Checklists for Smoke, Fire, and Fumes
聞到煙味 ? 對檢查單內所寫煙、起火與薰煙之處理程序研討

Barbara Burian, Ph.D. SJSUF, NASA Ames, U.S.  
 

	1110 – 1130
	Question and Answer問答時間

	1130 – 1300
	Lunch

	Time
	Event

	1300 – 1500
	 Papers: Human Factors and Safety Management

人為因素及安全管理/調查技術

Selecting the Next Generation of  Investigators
下一代飛航事故調查員之甄選

Keith McGuire, NTSB, U.S.
Applying Human Performance Lessons to Smaller Operators
小型航空公司對人為效能的評估應用

Cathy Abbott, Ph.D., FRAeS, Chief Scientific and Technical Advisor, FAA, U.S.
Bringing Proactive Safety Methods and Tools to Smaller Operators
推動小型航空公司之主動預防安全管理

John Cox, Captain, FRAeS, President, Safety Operating Systems, U.S.
The Use of Operational Risk Management in the Royal Netherlands Air Force
Frank Gerards, Colonel, Royal Netherlands Air Force
Rombout Wever, National Aerospace Laboratory, Netherlands

The Role of GAIN in Enhancing Air Carrier Safety Management

美國FAA推動全球航空資訊網路及安全的角色

Mohammed Aziz, Ph.D., Advisor to Chairman, Middle Eastern Airlines

	1500 – 1520
	Break

	1520 – 1600
	Papers: Investigative Techniques

調查技術

An Analysis of Flight Crew Response to System Failures
飛航組員對系統失效處置之分析

A.L.C. Roelen, National Aerospace Laboratory, Netherlands
Rombout Wever, National Aerospace Laboratory, Netherlands
Boeing Runway Track Analysis
波音公司跑道軌跡分析

Mark Smith, Boeing, U.S.

	 
1600 - 1620
	Question and Answer問答時間

	1620 – 1630
	Closing Statements  閉幕致詞

	1645 – 1745
	ISASI Members’ Meetings ISASI會員會議


 Friday September 16, 2005

全天參訪活動

附錄 2

Kam Air Flight 904 – Investigation Challenges in Kabul and on Chaperi Ghar

Robert Benzon

National Transportation Safety Board

Mr. Benzon began his aviation career in the United States Air Force flying EC-47s from Da Nang Air Base, Republic of Viet Nam.  He later transitioned into KC-135 Stratotankers for two further stateside assignments.  

Upon leaving active military duty in 1984, he joined the United States National Transportation Safety Board.  He has been the Investigator in Charge of 29 major aircraft accident investigations within the United States and has been the U.S. Accredited Representative on numerous major overseas accident investigations.  

Among his assignments as Investigator in Charge or US Accredited Representative were the loss of Pan Am 103 over Lockerbie, Scotland, and  the loss of American Airlines Flight 587 in New York City, the second worse aircraft accident in US history.  






-------------

Experienced accident investigators probably feel that after a while, there is certain “sameness” to major accident investigation protocols, even though, as we all know, each accident itself is distinctly different.  We investigators fly to a location near the accident site, find hotels, rent automobiles, drive to a central meeting point to join counterparts from industry, other government officials, the press, and the like.  Then we hold some sort of organizational meeting, and finally, we proceed to examine wreckage.  The investigation then progresses in an orderly manner, familiar to us all.  Accident after accident, these basic steps, with minor variations, seem to always take place.

Not so, my small team and I discovered, when we assisted in an aircraft accident investigation in an active war zone.

On February 3, 2005, Kam Air Flight 904 was reported missing during a flight from Herat to Kabul, Afghanistan, during conditions of extremely low visibility in the area surrounding Kabul International Airport.  It was subsequently located on the top of Chaperi Ghar, an 11,000-foot mountain about 20 miles east southeast of the airport, two days after its disappearance.  None of the 104 people on board survived.  The aircraft was a 23-year-old Boeing 737, which meant that under the auspices of ICAO Annex 13, the NTSB was obliged to assist the Government of Afghanistan in its investigation of this tragedy.  Kam Air is a company in Kyrgyzstan serving Afghanistan air travel, and the airplane was registered in Kyrgyzstan.  It was operated by Phoenix Aviation, headquartered in Dubai, United Arab Emirates, and there were citizens from Afghanistan, Italy, Turkey, Canada, Iran, and the United States on board.  Many of the victims were associated with various humanitarian aid missions helping to rebuild Afghanistan.

My agency was nominally aware of the difficult political and security situation in Afghanistan, and became acutely aware of it after lengthy telephone conversations and email exchanges with US Embassy personnel in Kabul following the initial accident notification.    We were told that the Embassy compound, where we would be staying, was an armed, walled camp, replete with guard towers, sandbagged revetments, armored vehicles, and the like.  We were also told that we would always be accompanied by heavily armed escorts when we left the compound to do our work, and that climactic conditions on top of the mountain were very severe.  Conditions in Afghanistan did not appear to be conducive to an orderly accident investigation. Because of these difficulties, participation by NTSB investigators became voluntary.  It quickly became apparent that this would not be a normal overseas assignment for us.

Although usually eager to do so, the US airframe and engine manufacturers declined to accompany us on this overseas trip.  Personal safety concerns were uppermost in their minds, of course.  Their expertise would certainly have been put to use, but the reluctance to travel to Afghanistan was understandable.  So, our team consisted of representatives of the Governments of Afghanistan, Kyrgyzstan, Italy, Turkey, the United States, Kam Air, and Phoenix Aviation.

The very task of getting to Kabul proved to be quite difficult.  The non-stop flight on Emirates Air to Dubai was the last routine portion of our trip.  Once we arrived in Dubai, we not exactly sure of how we were actually going to get into Afghanistan.  We need not have worried.  While checking in at the reception desk at the hotel, I was handed a telephone.  On the other end of the line was a US Army Colonel who told us to be at a small terminal at 6 o’clock the next morning to board a US Air Force C-130 that would take us to Kabul.  Under the mistaken belief that this would be some kind of an interesting clandestine VIP flight, we soon discovered otherwise, and found ourselves crammed into the aircraft with about 60 quiet soldiers on their way to the war zone.  Several hours into the flight, we were told that the aircraft was refused clearance to overfly Pakistan, and would have to return to Dubai.  To the credit of the flight crew, they set up an orbit off the Pakistani border, and finally secured overflight clearance some time later.  

Because the delay that occurred would have caused us to arrive at Kabul after sunset (something no airplanes were allowed to do… Kabul was day VFR only), we were forced to land at Bagram Air Base, and spend the night.  We went from a 5 star hotel in Dubai to a large uninsulated plywood box at Bagram.  The box contained six folding cots, each complete with its own army blanket (no sheets, no mattress, no pillow…just a blanket), a space heater, and a single 40 watt light bulb hanging from the ceiling.  After dumping our gear in the box by our “beds”, we borrowed a military computer and contacted the Embassy in Kabul via email.  We were instructed to be ready to depart in a small, armed convoy at 7 o’clock the next morning for the drive down to Kabul.  We found the convoy, were issued flak jackets, and after an hour long, very speedy ride on a rough road, replete with bomb craters, and tanks and trucks destroyed in previous conflicts, we rolled into the US Embassy compound at Kabul.  

Our Embassy contacts did not exaggerate the austerity of conditions there, although it immediately looked better than Bagram to us.  The once beautiful Embassy building was now surrounded by sandbags, festooned with radio antennas, and topped off by four machine gun nests.  All available space around the building, once a park-like setting, we were told, now contained dozens of white 20-foot long steel overseas shipping containers.  These containers had been converted into comfortable but somewhat claustrophobic living quarters for the burgeoning Embassy staff, the large US Marine security unit, and now us.  The US Ambassador, because of his high rank, lived in several containers hooked together, complete with potted plants by the door.

Our host and handler at the Embassy was a competent young political/economic officer, Robert, whose hobby during his Kabul tour was leading a pick-up rock band of sorts that performed in the mess hall every Friday, the one day off allowed by the Embassy’s heavy work schedule.  He would change the name of the band every couple of weeks to make Embassy staffers think they would be hearing something new once in a while.  The ruse only really worked once, he said.  Upon our arrival, Robert smiled and handed us an Embassy procedural guide with this interesting item in it:

“Outside the [Embassy] compound, red rocks indicate uncleared mine areas while white rocks are considered mine free areas.  Be advised, however, there remains a 10% chance that unexploded mines remain in the mine cleared areas.  For this reason, during all travel in Kabul or out of the city, travelers should remain on hard surface roads at all times.” 

We never saw any painted rocks anywhere, and as one might imagine, staying on hard surface roads did not turn out to be a viable option during our visit.  

Our next order of business was to meet our Afghan counterparts in the Ministry of Transport (MoT).  This proved to be a sad introduction to the effects of the long period of armed strife in that part of the world.  The MoT, and virtually the entire Afghan government, is in the process of reconstituting itself after 20 years of warfare and difficulty in Afghanistan associated with the Soviet occupation, an internal civil war, the times of the Taliban, and our military activity after 9/11.  Much of this current governmental reconstitution has to be prioritized, and government agencies such as the Ministry of Defense, logically, are ahead of agencies such as the MoT in this regard.  At the time of the accident, the MoD was being advised by many, many, US military personnel and military contingents from other nations.  The MoT, on the other hand, was receiving advice from one aviation expert assigned to the US Embassy and perhaps a small handful of transportation advisors from other countries.  There were no US Federal Aviation Administration personnel in Afghanistan at the time of the accident.  Now, one FAA advisor is stationed in Kabul for an extended amount of time.  This is good. 

At the time of the accident, there was no established intra governmental agency plan in Afghanistan to deal with a major aircraft crash.  Initially, it was proposed that the Ministry of Transportation be responsible for not only the investigation, but also human remains identification and recovery, and wreckage recovery.   When the logic of this concept fell apart because of the small size of the MoT and its almost total lack of resources, these duties were divided among the Ministry of Defense and Ministry of Health (human remains), the Ministry of the Interior (wreckage recovery), and the MoT (the actual accident investigation).  

The MoT headquarters building, a two-block, daytime-only, flak-jacketed walk from the Embassy, was very poorly equipped; one or two old  photocopiers, no email capability for the staff, intermittent lighting, many manual typewriters in use, old Soviet maps with Cyrillic captions on the walls, and so on.  The three gentlemen who served as Afghan investigators for this accident were extremely dedicated, and I admire them.  But, they lacked any kind of formal investigative training.  To their credit, they were quite familiar with ICAO Annex 13, and are using that document (as general as it is) as their basic investigation guide.  Several of them have air traffic control backgrounds.  They mentioned ATC training they received in the United States as young men in the late 1960s.  Because of these difficulties, the Afghan investigators were extremely receptive to our suggestions on where to begin, and how to proceed through the on scene phase of their investigation.  We all then formulated a basic investigation plan, received word that the immediate impact area had been cleared of mines, and would fly to the site the next morning.

Getting to Kabul was a bit of an adventure, and getting to the accident site from Kabul proved to be equally interesting.  Air operations around Kabul are the responsibility of a large NATO peacekeeping subgroup called the International Security Assistance Force (ISAF).  ISAF helicopters had discovered the wreckage earlier, and had made two previous reconnaissance landings on the mountaintop.  They would carry us up to the Chaperi Ghar crash site.  This, of course, entailed yet other armed convoys to get us from the Embassy compound to the military side of Kabul International Airport.  Once there, we would either board Turkish Army Blackhawks or Spanish Air Force Eurocopter Cougars.  The helicopters always flew in two-ship cells, in case one of them became disabled enroute.  They also always flew with both doors open and with heavy automatic weapons at the ready.  In a sense, these precautions were comforting, but they were yet further indications that this was not a normal investigation.

The flight crews of both nations were very professional, as was the entire ISAF air staff.  Full safety briefings led off every preflight, and all the pilots were extremely weather conscious.  In that part of the world, at that time of year, flight visibility in the mountains can drop to an unsafe level in mere minutes.  On two occasions, we launched, and although everyone knew how important getting to the wreckage was, we turned back because of low visibility.  Interestingly to me, many of the helicopter door gunners were very capable female soldiers.  Besides serving their machine guns, they also made sure we did not fall out of the helicopters.  

The landing zone was only big enough for one helicopter at a time.  This meant that the helicopters could not shut down and stay with us.  If one could not be restarted, for instance, there would be no rapid, practical way to get parts up the mountain to repair it. Our first trip up the mountain was on one of the Blackhawks.  During the “landing” on the only flat spot available, about 200 meters from the main wreckage, the pilot had to maintain a near hover RPM with his main landing gear just touching the surface.  Otherwise the machine would sink into the snow and possibly strike a rotor blade on nearby rock outcroppings.  This, of course, meant that we were immediately exposed to hurricane force winds and blowing snow and landing zone debris the instant we flopped out the door.  The downdraft from the rotor blades on this and subsequent Blackhawk landings bowled us over on a routine basis and we all lost stocking caps, sunglasses, and other equipment down the mountainside during these operations.  This, in my mind, was possibly the most dangerous part of our time in Afghanistan.  The Cougars, on the other hand, were equipped with skis, and could bring rotor speed down to idle during debarkation and embarkation.  This made helicopter loading and unloading much easier.  

Scheduling of the helicopters soon fell into a routine.  This was made simpler for me because the commander of the Turkish ISAF helicopter unit had attended the NTSB accident investigation school several years earlier.  He claimed to actually have stayed awake during my lecture, but I believe he was just being polite.  In the evening we would relay a list of investigators and volunteer snow diggers to the ISAF helicopter operations office via cell phone or email, and would then be told which nation’s helicopter ramp to report to the next morning.  The most difficult part of this operation turned out to be the actual assembly of the team at the ramp.  The US personnel were housed either at the Embassy or in various military installations in the city.  Those from other countries were widely scattered around Kabul, and communication between all contingents was extremely difficult.  In addition, as mentioned, each group had to always be escorted to and from the airfield by armed military or civilian security personnel.  Seemingly small problems like these took up an inordinate amount of time and energy.

Because of the remote and hostile location of the accident site, we had limited time on scene to document the wreckage.  The team spent perhaps a total of about 30 hours on top of Chaperi Ghar, broken down into five visits.  No investigators stayed overnight on the mountain because of the cold nighttime temperatures, the possibility of being weathered in, and the fact that the wreckage was attracting wild animals at night.  Mountain wolves were mentioned and their tracks in the snow were noted in the mornings.  The only people that actually remained on the mountain overnight were a squad of very hardy and I imagine, wide-awake, Afghan National Army troops.  

The accident site itself was compact in a horizontal sense, but not so vertically.  See photograph 1, looking east (along the flight path), and photograph, looking west.  The Kabul runway can be seen in the central right portion of photograph 2.  The aircraft struck a ridgeline on an easterly heading near the crest of the mountain about 50 feet down from the very top.  The final flight path probably had some amount of upward vector to it, because the fuselage forward of the wing box was propelled, in fragments, over the crest and fell over the cliff side into the valley below.  The actual wreckage documentation during five site visits was difficult because most of the parts were either buried under several feet of snow and inaccessible, outside the mine-free cordon and inaccessible, or down the cliffside and therefore also inaccessible to all without mountain climbing training. Fortunately, the Italian investigator brought two Italian Army officers with him with such training, and some photographic documentation of the cockpit area was done by these individuals.  The most prominent and recognizable piece of wreckage present was the vertical stabilizer and a small portion of the rear fuselage.  See photograph 3.

Most of the visible wreckage was located between two stacked stone roofless structures that were observation posts used by Mujahadeen fighters to monitor Soviet troop movements in the Kabul valley during the 1980s.  Within a 200 foot circle, after a lot of arduous snow removal, we identified portions of both engines, both wings, the left main landing gear assembly, many aft galley components, the horizontal stabilizer, human remains and personal effects, and much miscellaneous debris.  Some material, such as an escape slide and some right engine components, were located outside the landmine-free area.  These items were “documented” with binoculars and digital camera zoom features.  

The flight data recorder was found almost immediately, although as of this writing, the cockpit voice recorder has not been located.  We did locate the mounting bracket for the CVR.  It was very frustrating to locate this item, and not the CVR itself.  We spent a good deal of time digging blind holes in the snow in the immediate vicinity of where this bracket was found, and also forward of that location, to no avail.  See photograph 4.  Unfortunately also, the FDR eventually yielded no useful data.  As near as could be determined, the external flight data acquisition unit had not been providing valid signals to this device for a long time.

Our physical well being during the wreckage documentation was of concern to me.   Except for the Afghans, I was the oldest person on the team and I used my age (55), and my lack of any formal physical exercise regimen, as a benchmark of sorts for onsite strenuous activity.  In other words, when I got tired, that would seem to be a conservative time to wind down activity on the mountain for the day.  This canary-in-a-coal mine approach probably was not the best way to deal with this issue.  To wit: the Afghan investigators were all in their late 50s and early 60s, one of our Embassy volunteers was overweight, and even some of the US military personnel that volunteered to assist us were not in the best physical condition.  The 11,000-foot altitude, the strenuous debarkation from the helicopter, and the snow, caused the Embassy employee to spend his single session with us on the mountain sitting down.  One US officer became quite winded during the early part of her site visit, but acclimated quickly.  Ironically, the Afghan investigators, my main worry, faired the best of all.  They are very tough individuals.  Fortunately, the information about severe weather on the mountaintop turned out to not be true.  It was quite cold when the sun was not shining and the wind was blowing.  However, on one occasion, during sunny weather, we were working in shirtsleeves.

I was less worried about landmines on Chaperi Ghar, but should have been more worried, in hindsight.  We had been warned in a general way about the dangers of mines in Afghanistan, as noted earlier.  In spite of this, we felt confident in our safety because we had been assured by one US government source, and two Afghan military officers that the area where the wreckage was located was clear of mines.  We were still wary, though.  On the second trip to the site, one of the Turkish investigators found what he thought was a mine, or at least something very suspicious with wires coming out of it, wedged between two of the flat stones that made up one of the old Mujahadeen observation posts.  He called several of us over to take a look, and like fools, we did so.  We at least had the presence of mind not to touch the object.  A moment later an Afghan National Army sergeant arrived, and after several minutes of peering at the device and a short conversation with several other soldiers, he cleared the area of people and then gently removed it.  The “mine” turned out to be an electrical connector assembly from Kam Air 904, jammed into the rocks by the force of the aircraft impact.  Frowns turned to looks of relief and we went about our business.  

An important point must be made here.  Landmines, with all their varied colors, shapes, and sizes, often resemble aircraft parts.  Unlike other places where mines may be found in war zones, crash sites force investigators and rescuers to stay in a mined area for a very long time.  An investigator’s job is to examine everything at a site, turn over every piece of wreckage, look under every rock, and so on.  This could be a recipe for disaster, as one might imagine.  Mines and aircraft crash sites mix only too well.  My advice on this subject would be…trust what your mine advisors tell you, but verify, verify, verify, to the best of your ability.  Sadly, a week after we returned to the United States, an Afghan National Army soldier helping with the human remains recovery operation at Chaperi Ghar, stepped on a landmine at the site and was killed.  Another soldier was seriously injured in the same explosion.  The accident site had supposedly been cleared of mines, but the experts missed at least one.

Having said that, we had been told that the site was completely inaccessible via land routes in the winter because of the heavy snowfall, no roads, and again, the ever-present landmines.  However, on our third visit to the site, an ANA soldier with binoculars spotted a party of five individuals making their way slowly on foot up the western slope of the mountain.  They arrived at the site about an hour and a half later.  Although everyone was initially suspicious of these people, it turned out that they were representatives from the nearest local village, located many miles away, and had climbed the mountain simply to see what was going on and to extend greetings.  They heard about the accident on a transistor radio.  After meeting them, we somehow did not feel quite so heroic.  See photograph 5.

As the investigation work progressed both on the mountain and down below in Kabul, it became apparent to all that there was room for improvement concerning certain aspects of civilian air operations in Afghanistan.  Recommendations, of course, are the most important aspect of any aircraft accident investigation.  The Afghan MoT had no formal mechanism for forwarding specific safety recommendations to entities within the country (both domestic and foreign), so our solution was to distribute a simple informal  “white paper” of safety suggestions to several government ministries, the US Embassy aviation advisor, the ISAF military air staff, and others.  A shotgun approach, so to speak.  We handed a copy of the white paper to anyone in authority who seemed even remotely interested.  These suggestions ranged from the acquisition of mobile radar for then-radarless Kabul International Airport, to the importance of rebuilding of a previously blown up ILS array, to the consolidation and tightening up of visual flight rules operations in Kabul airspace.    I believe the white paper, although unofficial and a bit unorthodox, proved effective and many of the suggestions are being acted upon at this time.  In addition, the Afghan Investigator in Charge asked us to compose a letter for his internal use containing ideas about how the safety staff of the Ministry of Transportation itself could increase its effectiveness.

The US members of the team traveled back to the United States in three groups.  The FAA representative and our operations specialist went back after one week on a convoluted, difficult routing with the flight data recorder.  Our systems and structure specialists left a week later via a United Nations contract flight to Dubai.  I remained one further week to finalize our on scene assistance to the Afghans.  

The Afghan investigation into the tragic loss of Kam Air Flight 904 is still open, and may remain so for some time.  The Investigator in Charge hopes to be able to recover the cockpit voice recorder in the near future, but in a nation with many other priorities, this may take a while, or, in fact, prove to be impossible.  A final report, following ICAO Annex 13 guidelines is the goal.  I believe that the effort put forth so far on this investigation is an excellent example of cooperation between many groups… the government investigators from Afghanistan, Italy, Turkey, and Kyrgyzstan, the military flight crews and flight planners in ISAF; the NTSB, the US Armed Forces, the US State Department, and the Kam Air and Phoenix Aviation participants.  

From tragedy we draw knowledge to improve the safety of us all.

ISASI 2005 – FORT WORTH

Accident, Serious Incident and Incident Investigations:

different approaches, the same objective

BEA Paper
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Stéphane Corcos, 41, is the Head of the BEA Investigations Department. He joined the BEA as Head of Safety Analysis division in 1996. Prior to joining the BEA he worked for the DGAC (French civil aviation authority) for eight years including four years as deputy head of the flight training organization supervision. Stéphane graduated from the French National Civil Aviation School (ENAC) with a Masters degree in Aeronautical 

Engineering in 1987 including an internship at the Flight Safety Foundation, Arlington, VA. He is the current holder of a commercial pilot’s license and a multi-engine instrument rating. He also has a Beech 200 type rating.
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Pierre Jouniaux, 36, received a Masters degree in Aerospace Engineering and Aviation Operations from the French National Civil Aviation School (ENAC). He received a post-graduate degree in Human Factors from Paris University. After an appointment as operations inspector with the French Civil Aviation Authority, he joined the BEA in 1997. He has acted as Investigator-in-Charge, Accredited Representative or group leader on many investigations and is now a Senior Investigator.

Since 2003 he has been coordinator for public transport incident investigations. Pierre holds a Commercial Pilot’s License and Helicopter Private Pilot’s License.

1 INTRODUCTION

This paper will comment on some of the most recent reports issued by the BEA. Our attention has been drawn to the fact that many accidents have precursors in incidents. In addition, investigations can now be conducted in a variety of ways. Depending on the seriousness of the event, the number of parties involved, the difficulty of carrying out examinations, an investigation can be a long and costly process. However, at an early stage it is often possible to identify the major safety issues raised by an event. What usually takes much longer is the validation process, through examinations, testing and the highly sensitive discussions between all the parties needed to produce the final report. It is also noteworthy that nowadays 80% of causal factors are related to human factors. Thus, what is important is to have an insight into safety issues, and make an early determination of the potential of an event. This enables us to put the appropriate weight on particular investigations. This approach has two prerequisites: being informed of the majority of events in time and having an organization which allows us to choose selectively. To address the first issue, the European Union recently made a regulation asking all operators (as well as ATC, manufacturers and repair stations) to report significant events to investigative bodies. These operators should also, in the future, participate in event identification. For the second requirement, the problem is to be able to identify the relevant type of event. This can be a bit like panning for gold, so the investigator needs a sharp eye. The best way to do this is to have a group of dedicated specialists working together to draw out the relevant data from the different events.

2 CONDUCT OF APPROACHES 

Non-stabilized approaches have claimed many lives over the years and they keep occurring all around the world. Many of them have the following in common: IMC conditions, at least a partial loss of situational awareness, lack of crew co-ordination, deviation from SOP’s, insufficient or non-existent consideration given to safety warnings (GPWS in the cockpit, MSAW in the tower). They also often highlight the basics of instrument flight and they can be studied in a variety of ways. European airlines have long conducted mandatory analysis of flight parameters, known in North America as FOQA, and have identified many safety deficiencies, including non-stabilized approaches. In addition, while investigative bodies have insights into accidents, we do not want to miss an opportunity to study near-ALARs, near-CFITs or near- midair collisions. These studies are complementary. Here are two examples of different ways to deal with them.

A CRJ was flying the Brest-Nantes route with the Captain at the controls. The meteorological conditions were deteriorating at Brest a short time before the take-off from Nantes. The crew were informed in flight of the deteriorating visibility on arrival. A NOTAM indicated that category II and III approaches were not available at Brest Guipavas from 2 June to 31 July 2003. The crew were aware of this. The pilots communicated little with each other during the approach and some callouts were omitted. The airplane was number two on arrival. The approach controller asked the crew to descend to four thousand, then to three thousand feet, and to enter a holding pattern. He then cleared them to descend to two thousand feet.

[image: image25.jpg]


When the previous airplane had landed the controller, seeing the CRJ on the localizer track and thinking that they were established, asked them to continue the approach, before they had joined the holding pattern. The crew started the approach after this clearance. The APPR mode on the autopilot system was never activated. The start of the approach was performed in HDG and VS modes.

The wind, which was turning progressively to the north-west, then the north, during the descent, made the airplane drift towards the left. This drift was not detected by the crew. The airplane exited the automatic localizer capture beam. The airplane descended below the glide path and the pilot selected VS so as to get back onto the path. The crew’s attention was focused on managing the airplane’s vertical track. The airplane intercepted the path from above and the crew’s attention was then focused on the horizontal track. The airplane then descended through the glide path and remained below it until contact with the ground.

The Captain started a turn to the right and disconnected the autopilot. Several GPWS «Glide slope » and « Sink rate » warnings were issued without the crew reacting in any significant way. The Captain started the go around at decision altitude. The airplane, offset to the left of the extended centreline, was then at about a hundred feet form the ground and its speed was low (between 115 and 120 kt). The first significant pitch-up input on the elevators was then recorded four seconds after the thrust increase. The airplane continued to descend, touched down softly, ran along the ground and then struck several obstacles that severely damaged the cockpit. It came to a stop after about one hundred and fifty meters. The airplane was totally destroyed by impact and post-impact fire.

[image: image26.emf]


The causes were identified as:

Failure to select APPR mode at the initiation of the approach, which led to a failure to capture the localizer, then the glide-slope;

Incomplete detection of flight path deviations due to the crew focusing on vertical navigation, then on lateral navigation;

The continuation of a non-stabilized approach until decision altitude.

Lack of communication and coordination in the cockpit and a strategy change in the controller’s handling of the airplane were contributory factors.

Detailed examinations of many airplane components had to be undertaken: flaps, all the pitch-axis channel components, ELT, electronic components with non-volatile memories, as well as use of flight simulator, MSAW simulator, flight deck and instrument ergonomics, etc. Due to the condition of the various components after the accident, this used up a considerable amount of human and financial resources over an eighteen-month period. Despite the extensive technical work carried out, the report’s conclusions determined that the main causes were related to human factors.

Less than a year later, in the same region of France, at night, a foreign-operated MD83 was flying a VOR-DME approach into Nantes (LFRS). It was 02 h 20 local time and the weather was marginal with drizzle, poor visibility 

[image: image27.emf]and low ceilings. The airplane was deliberately flown with 30° offset from the approach course due to suspected storm cells on the way to the runway (these were actually no more than ground clutter on the weather radar). The descent was initiated near the FAP, at a much higher rate than that published. The airplane overflew the city of Nantes and broke through the clouds at about 400 ft, then veered sharply to the left as a go-around was initiated. The crew’s situational awareness was affected, with reference to the weather information, the position of the city, and a lack of knowledge of the characteristics of non-precision approaches. 
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The causes were determined as:

An erroneous interpretation of weather radar display; a lack of knowledge concerning protection envelopes, and more generally a lack of accuracy concerning VOR DME approach techniques; Improvisation of an action (offset from approach procedure course) without any defined or shared action plan.

Several factors contributed to the event:

Lack of CRM training by the operator;

The operator’s inadequate feedback system;

Discomfort and stress due to adverse weather;

Deviation from SOP’s;

A lack of air-ground synergy.

Two investigators worked on this for three months, and safety lessons were learned because it became clear that the root cause of the incident was related to human factors. Those concerned were willing to share information because they understood this would be in the interests of safety. The investigators were able to establish the facts rapidly, despite the lack of any flight recorder information,  using radar plots and by interviewing all those involved, including those who were abroad by the time the investigation took place. 

3 TCAS PROCEDURE TRAINING AND TCAS ERGONOMICS

The integration of TCAS in the aviation system has generated new challenges. In order for it to be able to mature, the use of TCAS has to be adapted to the aviation environment. One aviation disaster and a number of incidents highlighted the need for improved feedback. Pilots have had to get used to a new device (procedures, training, knowledge, etc.) Controllers have had to find a new way of interacting in order to make the system safe. A serious incident that occurred in March 2003 illustrates this. 

An Airbus A319
 was climbing to FL260 following the controller’s clearance. The TCAS triggered a Traffic Advisory for a target located above and on an opposing route. Eight seconds later an “Adjust Vertical Speed” Resolution Advisory was generated, asking the crew to reduce the vertical speed. The pilot responded with a pitch up input. The conflicting traffic was an Airbus A320, in level flight at FL270. Nine seconds after the initial Resolution Advisory in the A319, a « Climb » Resolution advisory was 
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triggered in the A320. The crew acted on this. During the crossing, the crews of both aircraft made visual contact. The Pilot Flying the A319, turned smoothly to the left. QAR recordings enabled us to compute the minimum lateral and vertical separations as 0.8 NM and 300 ft. 

Two investigators were involved intensively in this investigation. Many tests were performed and extensive research was carried out, working with a number of different  organizations: Airbus (system issues, ergonomics), Air France (event analysis, training), ATC (procedures, testimony), TCAS specialists (systems and events review), human factors specialists (ergonomics, fatigue, stress). This was a complex investigation, and the report was issued within two years. The major findings concerned the ergonomics of the TCAS interface, pilot and controller training, and TCAS versus autopilot logic. The report contained eight safety recommendations.

[image: image30.emf]While this investigation was under way, TCAS events were becoming more and more frequent, all such events being reportable. There were a number that had similar origins to the one just mentioned, but other events emerged of a type that had previously been considered to have been covered by the investigation into the Überlingen accident. One of these events led to a long investigation, though a full report was not subsequently deemed necessary as most of the issues had already come to light and been studied. The BEA issued a simplified form of report on this incident so as to raise awareness and remind the aviation community of some important principles concerning TCAS

In the upper airspace of a French control area, a B737 was in climb, an A330 in descent, on two converging routes. The controller incorrectly gave a level to the climbing aircraft above the descending one. A Short Term Conflict Alert was presented to the controller that was not considered valid by him and the aircraft continued towards each other. The controller realised there was a conflict and issued a descent order to the climbing aircraft, which the pilot acted on. As the controller had ordered the other aircraft to climb, the TCAS triggered in both aircraft. The TCAS gave an opposite order to the controller’s emergency instruction. In the end, as the B737 pilot saw the other aircraft, he decided to follow the controller’s instruction and not the TCAS. The A330 pilot followed the TCAS. The two aircraft crossed with a lateral separation of less than one nautical mile.
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The seriousness of the event was initially underestimated as the local investigation performed by the ATC service did not bring to light all of the issues, especially those related to visual separation and to the conflict between a Short Term Conflict Alert and TCAS. The investigation was reopened six months later by the BEA and investigators worked on it for four months. The scope of the investigation was quite extensive though the report writing process was deliberately simplified. As the aircraft were operated by foreign airlines, two accredited representatives were associated with the investigation, along with ATC personnel and radar specialists. One year after the incident, the simplified report was issued.

This type of simplified report does not include safety recommendations but is aimed at contributing to the feedback system. Thus, safety issues presented in this document dealt with ATC methods, the coexistence of backup systems based on radar and TCAS, as well as visual separation at high speed and high altitude.
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Abstract

The purpose of this paper is to discuss the performance and flight dynamic of a turboprop aircraft flying in ice accretion conditions. Aircraft encounter in-flight severe icing will have degraded lift, declined climb rate, increased drag and stall speed, it can lead to un-commanded roll and/or pitch, loss control that may result to the crash into terrain. On December 21, 2002, an ATR72-200 freighter scheduled from Taipei to Macau, flight number GE791, departed from Taipei at 01:05 local time (UTC+8). During cruising at FL180 with autopilot engaged and airspeed around 200 knots, it encountered a prolonged exposure to severe icing conditions which imposed the flightcrew to keep the airframe de-icing activated. 
Performance analysis based on the GE791 Flight Data Recorder (FDR) indicates a drag increase of 100 counts. This drag increase induced airspeed decay by 10 knots in the first 25 minutes after initial ice accretion. The amount of drag increase four minutes prior to autopilot disengaged was 500 counts, and the airspeed decayed to 158 knots. Ten seconds before the roll upset, the longitudinal and lateral stabilities were largely affected by the severe ice accumulated on the wings that produced the flow separation. Prior to autopilot disengagement, the aerodynamic behavior of the aircraft (lift/drag) was degraded about 40%.

Based on FDR data, performance analysis and Cockpit Voice Recorder (CVR), Aviation Safety Council believes that the GE791 most likely encountered a severe icing condition worse than icing certification requirements of FAR/JAR 25 Appendix C.

Keywords: CVR, FDR, aerodynamic, ice accretion, severe icing, turboprop aircraft
I. Introduction

1.1 History of flight

On December 21, 2002, an ATR72-200 Cargo flight with flight number GE791, departed from Taipei at 01:05 local time (UTC+8). During cruising at FL180 with autopilot engaged and airspeed around 200 knots, it encountered a prolonged exposure to severe icing conditions which imposed the flightcrew to keep the airframe de-icing activated. The ice accretion together with the flighcrew’s operation eventually caused the aircraft to stall then crashed into the Taiwan Strait near Penghu Islands. Both pilots were missing.

After takeoff, GE791 was selected the route as follows: CANDY 1 departure, reached the assigned flight level 180 (FL 180) at 0125, and joined A-1 when passing MKG VOR/DME. The Meteorological Conditions data depicts that the ground temperature was 20 degrees Celsius when GE791 departed from CKS International Airport, and the estimate temperature at an altitude of 18,000 ft of the accident area was minus 9 deg.C. Furthermore, FDR recorded “total air temperature (TAT)” at FL180 was between minus 2 and minus 4 deg.C.

The FDR recorded data revealed that, when GE791 reached the flight level of FL180, the autopilot was continuing engaged with indicated airspeed (IAS) of 202 knots, both propellers speed were 86%, torques were degraded from 72.8% to 70.8%, estimated weight of 20,800 Kg. During the cruising phase, the airframe de-icing system was activated during the periods of 0134 to 0137 and 0141 to 0152 (when FDR stopped recording).
A highlight of the CVR recording together with the respective airspeed is shown in the following (0132 ~ 0152):

	UTC
	
	CVR transcript
	IAS (kts)

	0132:35
	CM-2
	Looks like it’s iced up….look at my side your side is also iced up right
	201

	0134:29
	CM-1
	oh it is icing up             （1st- airframe de-icing ON）
	198

	0137:24
	CM-1
	It’s gone again               (airframe de-icing OFF）
	197

	0141:25
	CAM
	(-4 s: sound of single chime)    (2nd- airframe de-icing ON）
	196

	0144:47
	CM-1
	it’s iced up quite a huge chunk
	188

	0150:29
	CM-1
	Wow it’s a huge chunk
	173

	0150:31
	CM-1
	what an ice
	174

	0150:55
	CM-1
	This speed is getting slower it was a hundred two hundred one hundred and ninety now one hundred seventy
	171

	0152:02
	CM-1
	do you see that
	158

	0152:08
	CM-1
	it’s severe icing up
	158

	0152:10
	CM-1
	Captain
	158

	0152:11 
	CAM
	various warning sounds during the last 40 seconds
	158

	0152:25
	CM-2
	Captain pull up
	221


1.2 Weather Information 

One of the WSR-88D Doppler weather radar information is used in the investigation. This radar site is located in Mt. Wufan, Taipei County (RCWF, located 295 kilometers northeast of the accident site and 55 kilometers east of RCTP). Post-accident weather analysis indicates that, an area of higher echo intensity about 25-45dBz, was moving east-northeasterly with the clouds in the northern part of Taiwan Strait. With a length of 200 kilometers and width of 100 kilometers and located from FL60 to FL120. Tops of the highest cloud layer overlaid the area were about 35,000 feet MSL. The GE791 flew above the area from before waypoint “CHALI” to waypoint “CANDY”. Figure 1 depicted the superposition of GE791 flight path and weather radar PPI
 image.

During the accident time, clouds above freezing level which supercooled liquid water is could be existed as both the Hong Kong Observatory and Tokyo Aviation Weather Service Center marked moderate icing on the significant weather charts. Figure 2 (left) showed the SIGWX chart valid at 1800 UTC on Dec. 20, moderate icing indicated at FL120 to FL240 and moderate turbulence was located from FL20 to FL380 in central and north Taiwan and the sea area of northeast Taiwan. After accident, investigation teams obtained the liquid water contents (LWC) information from NASA’s TRMM
 satellite, its data revealed that the significant icing droplets appeared at accident area (from waypoints “CANDY” to “ MAKUNG”), average value of LWC greater than 0.13 g/m3.   

II.  Summary of recently ATR 42/72 Incidents/Accidents

The ATR 42 and ATR 72 aircraft service history were examined by the Safety Council, with emphasis on incidents / accidents involving severe icing conditions. Eight occurrences (including GE791) involved the ATR 42 and 72 were reported since 1994. To gather as much information on the ATR severe ice encounters, an analysis of the seven previous severe icing events are collected and analyzed. (See table 1)
(1) American Eagle Flight 4184, Roselawn, Indiana, USA, October 31, 1994.（Accident, ATR 72-212,NTSB）
De-Icing Equipment: Standard de-icing boots.
Probable Cause: Aircraft loss of control, attributed to a sudden and unexpected aileron hinge moment reversal that occurred after a ridge of ice accreted beyond the deicing boots.

The Roselawn accident has been largely discussed and studied by NTSB and the aviation community. 

After Roselawn accident, the manufacturer decided: 

· To extend the outer de-icing boots, to prevent the formation of any ridge of ice in front of the aileron.

· To provide the flight crew with the means, discovered during such tests, to recognize the entry into severe icing conditions.(side window; ice evidence probe, speed decay)

· To provide updated procedure for flight in severe ice conditions such as autopilot disengage and start the escape maneuver maximum of thrust available to the engines.

· To provide the crew with the adequate procedures for aircraft recovery in case of upset.

The entire ATR fleet, including the TNA ATR 72-200 flight GE791, had the modified boots, ice evidence probe, updated procedures in the flight manual, including the indication of the means to detect severe icing conditions and the flight procedures when it occurs. 

(2) Near Cottbus, Germany, December 14, 1998. （Incident, ATR 42-300, BFU）

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Probable Cause: The crew lost control after aircraft entered and continued operation in severe icing conditions outside appendix C. The crew had failed to associate icing of the forward side windows with severe icing phenomenon.  

(3) Trans States Airlines approach to Lambert-ST-Louis International Airport, Missouri, USA, January 7, 1999.（Incident, ATR 42-300, NTSB）

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Probable Cause: The flight crew noticed ice shapes during approach (altitude 3,000 ft) on the side windows and aircraft deceleration. The aircraft was flying in identified severe ice conditions (visual cues). AFM procedure was updated to prohibit the approach in severe ice condition with flap 30.

(4) Near Berlin-Tegel, Germany, January 28, 2000. （Incident, ATR 42-300, BFU）

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Probable Cause: The aircraft had entered atmospheric conditions of severe icing for which it is not certificated. Application of the AFM procedures implemented for such encounter allowed the flight crew to exit these severe icing conditions and to continue a safe flight and landing.

(5) Jet Airways over the Indian, June 12, 2000.（Incident, ATR 72-212A, ATR） 

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Median wing boots extended + AAS
 new flashing logic.

Probable Cause: After prolonged exposure to icing conditions with the airframe de-icing OFF, the aircraft lost 25 Knots of speed followed by a mild roll of 15°.

(6) Air New Zealand over the New Zealand, May 2, 2002. （Incident, ATR 72-212A, ATR） 

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Median wing boots extended + AAS new flashing logic.

Probable Cause: Aircraft encountered the icing conditions during climb. The crew noticed ice shapes on the side windows and decreasing rate of climb. The non-application of AFM severe icing emergency procedure (icing speed increase by 10 Knots and autopilot disengage) led the aircraft to angle of attack where aerodynamics anomalies appeared. The subsequent crew action of quickly reducing the angle of attack recovered to its normal situation.

(7) Czech Airlines, December 12, 2002. （Incident, ATR 42-400, ATR）

De-Icing Equipment: External wing boots extended + Flap extension allowed above VFE. Median wing boots extended + AAS new flashing logic.

Probable Cause: The crew noticed ice shapes on the side windows and decreasing rate of climb, they continued operation in severe icing conditions and stalled with un-commanded roll excursion.

Summary of analysis

· In case no. (1/2/3/4/6/7), the flightcrews have recognized the severe ice conditions through side window cues for all incidents (except no. 5). For which the report is not available but the flight analysis and the increase of drag level clearly indicate that the aircraft flow through severe ice conditions.

· All events occurred while the aircraft was flying into severe ice conditions with autopilot engaged which is not in agreement with procedures in aircraft AFM. 

· In all events except no.1 (Roselawn: because of small drag) and no.3 (severe ice encounter in approach: no rate of climb or speed reduction) the aircraft experienced rate of climb or speed decay which are one of the means to recognize severe ice conditions. 

· The ice protection system was on level III, which means: AOA, engine, and airframe protection on except for no.5 were airframe anti ice system was off and the flight was most likely in severe icing condition. 

· All aircraft were equipped with the extended boots (except no. 1) which prevent the formation of ridge of ice in front of aileron, which were the causes of Roselawn accident. 

The drag variation versus time of the last six ATR42/72 occurrences and GE791 related to icing condition is plotted in Figure 3.

The Roselawn accident is not included into Figure 3, because of the very small amount of drag created by severe ice. The ice accumulated was only in front of aileron and the roll upset was created by the influence of this ridge on the aileron hinge moment variation. All other events have a very high drag increase with large speed reduction. 

III. Performance and Flight Dynamic of the Flight in Ice Accretion
The performance analysis is obtained through a comparison between FDR recorded parameters, and simulation parameters computed with the clean aerodynamic model adding the drag and lift degradation up to match FDR data.
3.1 Icing speed Determination

Post-accident analysis indicates that at an estimation weight of 20,800 Kg, the indicated airspeed with autopilot engaged was 202 knots. For a clean configuration of ATR72-200 at this condition, its 1g stall speed is 116 knots (Vs,1g), the designed stick shaker speed will be 1.3 times of 1g stall speed of 151 knots. According to FCOM, the minimum icing speed of ATR72-200 is designed as 1.43 times of 1g stall speed of 166 knots, and severe icing speed is 176 knots (plus10 knots of the minimum icing speed)
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There are two stall warning measures of ATR72, one is the primary stall warning which will active the cricket aural alert, and stick shaker; another is the secondary stall warning, which will push the stick to lower AOA. For clean configuration and no ice polluted on wing, both stall warnings will triggered by true AOA of 8 deg, and 10.6 deg, respectively.
3.2 GE791 Performance Analysis of Ice Accretion

The lift and drag during cruising phase was calculated base upon the FDR parameters, weight and balance information of the GE791. There are two methods to balance the aircraft’s lift and weight during cruising. One is to increase airspeed by increasing engine power the other is to increase lift (CL) by increasing angle of attack (AOA). Therefore, the increase of lift will also increase the drag. Equation (1) describes the relationship of lift and weight: 
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Figure 4 plots the GE791’s extra drag due to ice versus time, from cruising at 18,000 ft until autopilot became disengaged. The result is consistent with those derived by manufactuer as indicated in Fig.4.

During cruising at 18,000 ft (0125:00 ~0152:12), the GE791 airframe de-icing conditions, airspeed, altitude, outside air temperature, drag, angle of attack versus time is plotted in Figure 4 (a) ~ (c). Figure 5 illustrates the lift-drag ratio versus true angle of attack. 

Due to the effect of ice accretion, the lift and drag variation of GE791 is discussed in following:

Time 0125:00 ~ 0134:28

At 0124:56, the aircraft climbed to its cruising altitude of 18,000 ft. At 0132:34, its airspeed was 201 knots. Prior to the first activation of airframe de-icing, airspeed decayed to 197 knots, outside air temperature was about minus 12 deg.C, with vertical acceleration variation about 0.12G. Figure 5 shows that at 0131, the drag due to ice accretion become appreciable. From 0132:30 to 0134:28, the aircraft probably flew into clouds and encountered light to moderate turbulence. During this period the airspeed was 199
[image: image7.wmf]±

2 knots, lift-drag ratio was 11.4, AOA was 1.0º and pitch attitude was 1.5º.

The Safety Council believes that GE791 encountered icing at 0131 and the variation of 0.12G in vertical acceleration due to light to moderate turbulence.

Time 0134:29 ~ 0141:24

At 0134:29, according to CVR, a sound of single chime was recorded. FDR data indicated that flight crew immediately activated the airframe de-icing system. Thirty seconds later the aircraft decelerated to 194 knots (0135:03), lift-drag ratio was 14.3, true AOA 1.4 deg, and pitch attitude was 1.9deg. At 0136:19, the indicated airspeed speed back to 199 knots, which indicated the airframe de-icing system was effective.

At 0138:08, the indicated airspeed resumed to 200 knots, and maintained that speed until 0138:22. From 0138:22 to 0141:24, the airframe de-icing system was switched off, outside air temperature was minus 11 degC. Vertical acceleration variation of 0.1G, indicating the aircraft was probably in clouds again and encountered moderate turbulence. FDR data indicated the airspeed decayed from 200 knots to 195(2 knots, lift-drag ratio was 11.6, true AOA was 1.3 deg and pitch attitude 1.2 deg. During this stage the icing accretion caused about 5% decrease in lift-drag ratio. Figure 5 shows after the switch off of the airframe de-icing system, the extra drag due to icing accretion increased about 20 counts than the clean configuration. At 0140, drag count increase to 50 counts.

After airframe de-icing system was switched off, it is highly probable that the residual ice covered on the wings caused the drag higher than clean configuration about 50 counts, with the lost of lift-drag ratio about 5%. 

Time 0141:25 ~ 0152:12

(a) 0141:25 ~ 0145:20

At 0141:21.7, according to CVR, second single sound chime was recorded. At 0142:25 (3 second after the single chime) flight crew re-activated the airframe de-icing system. Outside air temperature was minus 10ºC. Four minutes after the second activation of de-icing system, the indicated airspeed decelerated from 196 knots to 186 knots, lift-drag ratio was 11.3, true AOA 1.8 deg, and pitch attitude was 2.1 deg. During this stage, icing accretion caused about 20% decreased in lift-drag ratio.

(b) 0145:20 ~ 0150:30

At 0144:47 (3 min 25 sec after the second single chime), the indicated airspeed was 188 knots. At this moment, CM1 mentioned “It’s iced up quite a huge chunk.” During the next 4 minutes, no discussion in cockpit on icing was recorded. 

From 0145:20 to 0147:30, airframe de-icing system continued “ON”, the indicated airspeed resumed from 188 knots to 192 knots. The indicated airspeed maintained at 190(2 knots until 0148:26. From 0148:27 (7 minutes after the second single chime) till 0150:30, the indicated airspeed decayed from 191 knots to 174 knots. At this moment, CM1 mentioned “Wow it’s a huge chunk.” Figure 5 indicates at 0149 the extra drag due to ice accretion increased about 100 counts, and increased continuously therefore with a faster rate until autopilot disengaged.

When the true AOA was greater than 2.2 deg (after 0150:17), the lift-drag ratio was below critical condition (failure ice shape) as shown in Figure 6. At 0150:30 (9 min after the single chime), the indicated airspeed decreased to 174 knots, the extra drag due to ice accretion increased about 200 counts, lift-drag ratio was 10, true AOA 3 deg, and pitch attitude was 3.5 deg. During this stage, the ice accretion caused about 39% decrease in lift-drag ratio.

ATR performance analysis report (ref. no 2) draws the similar conclusions. This phenomenon was a clear sign that GE791 encountered a severe icing condition worse than icing certification requirements of FAR/JAR 25 Appendix C.

(c) 0150:30 ~ 0152:11

At 0151:21, the indicated airspeed decelerated to 166 knots, the extra drag due to ice accretion increased about 210 counts, lift-drag ratio was 10, true AOA 3.9 deg, and pitch attitude was 4.0 deg. During this stage, the ice accretion caused about 42% loss in lift-drag ratio.

At 0151:49, CM1 mentioned “Sixteen thousand.” Two seconds later, CM2 contacted the Taipei Area Control Center: “taipei control trans asia seven nine one request descend maintain flight level one six zero.” 

Beginning of the descent  (Refer to Figure 7)

At: 0151:56 according to FDR readout data, the crew initiated its descent. The aircraft began to lose altitude (about 6 Ft/s), and the speed decayed to 159 Knots. The extra drag due to ice accretion increased about 360 counts, lift-drag ratio 8, the true AOA 5.0 deg, and pitch attitude 4.8 deg. During this stage, ice accretion caused about 50% loss in lift-drag ratio.

At: 0151:56 to 0152:07

Despite an increase of descent rate (to about 720 Ft/min) at 0152:05 the indicated airspeed was 158Kt. The selected vertical speed (VS) stopped the speed decay but was insufficient to increase airspeed.

From 0152:07 up to autopilot was disengaged (0152:10.5), the aircraft began banking to the left (with 5.6 deg/s roll rate) despite an autopilot aileron order (up to 4.4 deg, then reduced to 2.5 deg) to counter this roll to the left.

At 0152:10.5 Indicated airspeed was 158 knots. At 0152:11, the lowest airspeed value of 157 knots was recorded. The extra drag due to ice accretion increased about 500 counts, lift-drag ratio 5.5, true AOA 8.3 deg, and pitch attitude was 2.0 deg. During this stage, the ice accretion caused about 64% loss in lift-drag ratio. 

The indicated airspeed decayed from176 knots (Minimum severe icing speed) to 158 knots in 1 min and 50 sec. 
3.3 Performances during roll excursion

After the autopilot was disengaged, the GE791 entered the roll excursion and rapid descent, as indicated in Figure 7. 
Figure 8 shows the drag and lift versus true AOA computed during the speed decay and the roll excursion. It can be observed that at about 4.5 deg of true AOA, the severity of the ice induced flow separation on the wing, which caused a loss in lift and increase drag.

At about 5.5 deg of true AOA and few seconds before the autopilot was disengaged, the loss of lift and the increase of drag clearly indicate that the left wing of the GE791 is entering stall. The drag and the loss of lift continued to increase up to the maximum AOA (at 0152:14, 15.07 deg true AOA). Since the activation of stick pusher (at 0152:13.75, 12.83 deg true AOA) until maximum AOA, the AOA decreased rapidly the due to time delay to recover from lift the flow remained separated on the wing inducing a further additive drag of 600 counts.

VI. Conclusions

Performance analysis result reveals that significant icing occurred after 01:31, supporting evidences including the acceleration fluctuation (light to moderate), drag increase about 15 counts, higher Echo intensity of weather radar, and TRMM satellite observation data. At 0132:35, the flightcrew first observed the ice on side window, and then activated the airframe de-icing system. 

When GE791 encountered ice accretion at FL180, the drag increase caused airspeed decay by 10 knots in the first 25 minutes, and drag increase of 100 counts (equivalent to an increase of 35 % of aircraft drag than normal flight condition). 
The amount of drag increase about 500 counts four minutes prior to the autopilot was disengaged (equivalent to +170 % of drag increase than normal flight condition), and the airspeed decayed to 158 knots. Prior to autopilot was disengaged, the aerodynamic behavior of the aircraft (lift/drag) was degraded about 40%.

Based on CVR/FDR data, and performance analysis, Aviation Safety Council believes that the GE791 most likely encountered severe icing condition worse than icing certification requirements of FAR/JAR 25 Appendix C.
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Figure 1 Supposition of GE791 flight path and Doppler weather radar PPI image
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Figure 2 Comparison of SIGWX chart (valid at 1800 UTC), and Liquid Water Contents between FL 160 and FL200 (near accident time).
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Figure 3
ATR42/72 extra drag due to ice accretion versus time (1998~2002)
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Figure 4
The extra drag of GE791 due to ice versus time (blue: clean configuration; green: de-icing boots inoperative; red: GE791 ice accretion)
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Figure 5
GE791 performance data plot due to ice accretion versus time (airspeed, altitude, OAT, drag, and severe icing threshold value of LWC)
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Figure 6 The lift-drag ratio of the GE791 due to ice accretion versus true AOA
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Figure 8
The lift and drag coefficients versus true AOA (ATR72 clean and GE791 ice polluted)
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Figure 7
GE791 FDR data plot during the roll upset
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Abstract:

Flight Data Analysis (FDA) programmes, or Flight Operational Quality Assurance (FOQA) as they are referred to in the United States, have been well accepted and increasingly implemented around the world among the airlines. These programmes identify adverse events and trends so that the airline may investigate them to develop risk mitigating safety actions before a serious accident occurs. Thus, they are proactive in the cause of accident prevention. 

Statistically, a large airline with a greater baseline of data has a better chance of identifying a problematic trend than does a smaller airline.  Whether or not the analysis is done in the wake of an accident the inherent complexities of analysing flight data are no different. There is most certainly benefit for airlines in exploring how best to exploit the techniques coming from the use of FDA in accident investigation. 

In the event of an accident, the relevant investigative authority publishes the results for the world to see. But all too often in the case of an internal airline incident identified through a FDA programme, the information is not shared outside the airline in any systematic way. To unlock the true value of the FDA data the international airline community must take another bold step in safety data management. Like the accident investigation community, the airlines must develop formal ways to share the lessons learned through FDA. While some of more advanced airlines are moving this way it is especially important for that medium and smaller airlines benefit from a larger sample base.  Web technology and improved flight data quality/quantity makes this goal more achievable than ever before and IATA believes that it can play an important role to facilitate the next generation of FDA programmes..  

This paper will explore the issues related to sharing the safety intelligence gained from airline FDA and consider how this might be done in the next generation of FDA programmes.  

Airline Flight Data Analysis (FDA) - The Next Generation

Introduction

Accident investigation is based on the premise that, by understanding the causes and contributing factors of an occurrence and disseminating this information in an effective manner to the international community, similar accidents can be prevented.  Indeed, sharing the lessons learned in airline safety has been a recurring theme with the International Society of Air Safety Investigators (ISASI) throughout the years and remains a core value within the international safety community.  Flight Data Analysis (FDA) programmes (or FOQA/FDM programmes), now an International Civil Aviation Organisation (ICAO) Standard, hold the philosophy that airlines need not wait for an accident to identify safety risks; that by routinely analysing one’s flight data, safety concerns can be effectively dealt with before they become catastrophic. The vast majority of accidents have been accidents waiting to happen.  Accident precursors occur repeatedly, in such a way that it is simply a matter of time before the accident occurs, if the precursors are not identified and risks mitigated.  

FDA programmes allow airlines to identify more objectively predefined undesired states and conditions that, if not monitored, might ultimately culminate in an accident.  In many ways, FDA is an “accident investigation without the accident”, the only major distinction being the different trigger prompting the analysis and identification of necessary safety actions.   The trigger for an accident investigation is the reaction to damaged aircraft, an injury or fatalities.  The trigger for FDA is proactive in the detection of an event or event trends identified in the data.  In many ways, the airlines and the investigation authorities are attempting to tackle the same problem, but each approaching it from rather different perspectives.
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Figure 1:  Spectrum of flight data analysis; FDA programmes in many ways can be considered ‘Accident Investigation without the Accident’.  Investigators and FDA teams are all largely working in the middle of the spectrum, just coming at it from different perspectives.

If an airline has an accident, the relevant authority will share the investigation results within the aviation community, for the greater good.  As a body accountable to the public, the facts and lessons learned are shared worldwide in the interests of safety.  Would it therefore make sense to apply the same principles in sharing the lessons learned in airline FDA programmes, naturally taking advantages of the anonymity of de-identified flight data?  The sharing process should not be abandoned simply because the event did not culminate in an accident. It would be preferable to share the lessons learned in the context of FDA, which is by nature more benign in comparison to the sensitivity that is required in dealing with data and safety intelligence associated with a major accident.  When no one is hurt and no reputations are on the line, it should be far easier to share the lessons learned. 

This is a concept which has already been successfully applied to Air Safety Report (ASR) data by IATA, under their Safety Trend Evaluation, Analysis and Data Exchange System (STEADES) programmes. The next generation of FDA programmes should explore a similar, systematic approach in which lessons learned can be shared, using the same guiding principles that have long been proven and accepted in the investigation and safety reporting community.  

With the advent of the Internet, significant advances in recording technology and automatic wireless data transmission from the aircraft are being made. Once the data is recovered from the aircraft, it really does not matter if it goes two feet or two thousand miles as long as the transfer is performed in a secure environment.  These technologies  make data seamlessly transferable around the globe.  Analysis technologies have also advanced considerably making web-based analytical tools very practical, giving users access to information and results from virtually anywhere in the world, at any time, regardless of the location of the FDA programme office.  Traditionally, airlines have developed in-house FDA programmes, but with these new technologies comes the opportunity for a paradigm shift based on the same principles and protocols that have brought success in the STEADES programme. 

To share the lessons learned in a systematic manner ultimately requires an international database structure which can be accessed by the various stakeholders throughout the aviation community.  This includes not only airlines, but aircraft manufacturers and potentially investigation authorities and regulatory bodies.  To unlock the true value from FDA the safety intelligence gained must be disseminated worldwide. In general, the international investigation community has excelled in accident investigation. The effective dissemination of results on the other hand, has been an obstacle not easily overcome.  The great majority of the aviation safety community does not necessarily read accident reports, which often contain an overabundance of information, making it a challenge to quickly find the portions of interest to such a diverse audience.  These impediments persist, despite the advancing quality and thoroughness of accident reports. This is primarily because it is still difficult to communicate intimate accident sequence details effectively.  

The challenge is to communicate the factual details of the event, incident or accident in a readily accessible and intuitively useable format.  The critical ‘what’ happened of the occurrence is unchanging; there is only one set of facts.  The derived ‘why’ the event happened, describing causal factors and persistent threats to safety, is however not unique.  For every ‘what’, there can be a dozen ‘whys’ with lots of room for different opinions.  It does not necessarily matter who is right in this interpretation – as long as the end result is that the ‘what’ of the occurrence is not repeated.  In order to accomplish IATA’s goal of reducing the accident rate (hull loss rate among western-built aircraft) to below 0.65 per million sectors flown, the effective communication of the ‘what’ not only from accidents but incidents, but ultimately, communicating the ‘what’ from FDA programmes will be essential. Looking to one key area of communication in the next generation, flight animations, can play a key role here by clearly communicating the essential components of an occurrence, with all the necessary detail. They are compelling, stimulating, and enjoy much greater prospect of being used by safety officers, crew, and supporting staff than the traditional written accident report.

The Transportation Safety Board of Canada released an excellent and comprehensive multi-volume report on Swissair Flight 111 which crashed off of Peggy’s Cove, Nova Scotia, Canada in September of 1998.  The FDR/CVR investigation group for that accident generated a very detailed and comprehensive flight animation which included the Air Traffic Control recording synchronised with the animation and the relevant portions of the CVR transcript in subtitles (one of the authors of this paper was the Flight Recorders Group Chair at the time of the accident).  The animation was used extensively internally to understand the sequence of events within the team.  The TSB has never released the flight animation, in part perhaps due to a substantial process in place designed primarily to produce a hard copy report, and in part due to sensitivities over the inclusion of ATC recordings and CVR transcript information.  Arguably, the majority of safety professionals around the world have not read the Swissair report and even for those that have, comprehension and retention of the details is difficult owing to the complexity of the investigation and the shear magnitude of the report. Yet these same people are the proponents for safety changes within their respective operations.  The short animation sequence is a very effective means of communicating the factual sequence of events and in particular communicating some of the human factors aspects and can also serve to augment the portion of the written report that deals with the sequence of events. The scope for misinterpretation of the written words within any report is always greater than when witnessing the factual sequence directly and the scope to identify additional valid ‘whys’ when witnessing the factual sequence is also normally greater than reading a report. The flight animation for Swissair Flight 111 gives the viewer an intimate appreciation of the factual sequence of events, in order, as they occurred and, like in any good movie, every viewing is likely to reveal new details – things you did not see before. With this sort of technology now readily available it must be harnessed with the appropriate quality control measures (garbage in garbage out) to achieve global data sharing of the intimate details of often complex and time sensitive sequences.   

There is so much more information available from the accident investigation community, incident reporting systems and FDA programmes that needs to be effectively shared if the accident rate is to be further reduced.  While accident investigation reports must have their place, due regard must be given to those who are not be in the position to read them fully. Invariably and unfortunately those most interested in the detail of these reports are not managers at the sharp end of aviation but liability and legal investigators. The airlines and the industry at large, nonetheless, need access to the facts in order to exercise their safety responsibilities. Results inputted into a database, accessed via the web, have a far better chance of being immediately useful to the international safety community. This is due to their ability to perform searches without having to read an entire report to find the relevant material.  The results generated through an FDA programme need to adopt a similar approach and make extensive use of database technology to both analyse and disseminate information.  New database architectures make it possible to link pictures, animations, PowerPoint briefs, pilot reports, etc..., with the source flight data and current web tools allowing users to generate readily statistical results, increasing the potential associated with such an international database.
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Figure 2:  State of the art flight animations can communicate detailed information in a highly intuitive manner.

Third Party FDA Service – Facilitating Data Sharing

Another promising step being taken by some airlines, which has great potential for international data sharing, is in the area of outsourcing FDA. The most common concern with regard to outsourcing an airline FDA programme is the perception that it entails an unacceptable loss of intimacy with the data. There is the feeling that the data cannot, for security and crew union reasons, be sent off-site. Not least, there is the worry that legal issues, such as data ownership and government accessibility, would prohibit such a system.  First and foremost, the issues of where the data physically resides and the ownership of data are unrelated.  Flightscape, an organisation that has been operating an FDA service for two years, has recently partnered with IATA, a longstanding contributor and leader in Safety Data Management & Analysis (SDMA), to bring the vision of data sharing that much closer to reality. The flight data and results, residing at the third party FDA Service in Ottawa, Canada, is at all times owned by the airline regardless of the data’s physical location.  When the airline forwards the data electronically, it maintains a copy, ensuring that there is nothing preventing that airline from accessing its data for special or urgent cases, free of third party involvement.  

From the security perspective, experience has shown that a third party service offers an additional insulating layer against inappropriate use of the data.  If an airline is operating a programme in-house and despite agreements that might be in place, senior management or the CEO may demand to view elements or the entirety of the data in a highly sensitive case, which can obviously put the employee in a difficult situation, as guardian of the data.  If the airline is using a third party service, the restriction and security of flight data is that much easier, since the work is being done off–site, free of a direct line of authority.  In the IATA FDA Service model, the airline sends raw binary data downloaded directly from the aircraft, often free of human intervention.  Because it is raw binary data that has yet to be decoded, it is encrypted and highly compressed, making transmission very efficient and secure.  Secure internet technology combined with at source encrypted raw data yield a high level of overall data security.

De-identification is another aspect of flight data handling that is somewhat misunderstood among the FDA community.  The process of de-identification, in the United States, largely refers to the need to remove identifying parameters such as the flight number, flight date, or others that might allow an individual to trace the flight to an aircraft, sector, or crewmember.   Raw binary data sent to the service provider has technically not yet been ‘identified’ because it has not yet undergone processing.  In this case, it is a simple matter of not processing the components of the data that could be used to identify the crew.   In this case, it would require a considerable amount of effort to identify the crew, without access to crew schedules and information controlled exclusively by the airline.   However, a neutral, recognised aviation body such as IATA, can be essential in preserving the integrity of such safeguards.

Greater benefits to the third party service model relate to the involvement of mid to small sized airlines.  FDA programmes are based on the identification not only of serious incidents, but also the sequence of important events that outline a developing trend that might lead to a serious incident or even an accident.  The odds of a serious incident and because trend identification is based on the statistical frequency of events, an airline with a small fleet can be statistically insignificant, possibly missing such trends.   For example, if an airline only operates five aircraft, the odds of something happening or more so that a trend is accurately detected are magnitudes less than an operator basing results on 500 aircraft.  The service model with an eventual formal sharing capacity with proper safeguards is therefore particularly important for smaller carriers who not only benefit from trends developed from pooled data, but also free themselves up from the cost associated with increased IT infrastructure and data analysis expertise, which could possibly delay or prohibit their involvement in FDA entirely.  This assumes that a model is in place whereby multiple smaller airlines are able to share safety lessons and learn from each other.  Offering a central service is a significant step in the right direction.  Immediately, smaller airlines benefit from a service centre employed by multiple airlines, giving them access to a team of experts with experience that few of these small airlines could match.

This has been seen recently with one of the current subscribing airlines.  The airline experienced an un-commanded pitch-up event and asked Flightscape to assist in a detailed analysis of the event.   While no one airline had encountered this event before, the analysts at Flightscape, some of whom are former accident investigators, had seen previous similar pitch-up events during their investigation career.  The service provider searched the safety board data bases for similar events and compared the flight data from previous investigations to that from the airline data. Within a few days of receiving the analysis request from the airline, Flightscape provided a detailed investigation report (accident investigation without the accident) suggesting that the problem may be related to a rigging issue.  The airline followed up on the observation and confirmed the diagnosis. Not only was the third party FDA service very helpful in supporting the airline troubleshooting team, but a fresh pair of experienced eyes outside of the airline had been focussed on the problem.  

A third party team dedicated to flight data analysis is entirely complimentary to the in-house safety team, but the arrangement takes additional advantage of a natural sharing environment to bring more value to the airline’s flight data.  Sharing, to a limited degree, occurs automatically by virtue of the fact that one team is seeing data from multiple airlines.  Given that the data from these multiple airlines is in one database designed for the service, the potential to share the lesson learned is technically facilitated and only a small step away from becoming reality.   

The IATA and Flightscape vision is to ultimately have one data base whereby each airline can access its own data and reports but additionally, can monitor trends that are affecting larger statistical populations (by type, location, etc…).  Various other stakeholders might be granted controlled access to the appropriate portions, expanding the scope of participating members.  Currently, the service model only interacts with individual airlines to facilitate their own FDA programme.  As the service matures, the more important objective is to design and implement an international trending capability whereby airlines can contribute results and provide controlled access to their data for broader reaching studies across the airlines.  IATA, as an association representing the airlines, has gained the trust and objective neutrality that the industry needs in order to pursue these goal.  IATA currently receives more than 50,000 incident reports per year from over 45 subscribing data providers through its STEADES programme.  

IATA STEADES also maintains the world's largest database of de-identified incident reports and provides a secure forum for the analysis, trending, and general inquiry of the leading indicators of industry safety in order to develop a comprehensive list of prevention strategies.  Expanding upon the STEADES programme and establish an FDA programme is a very natural and logical next step for IATA.  The combination of FDA results with incident reporting trends across a large body of airlines has potentially large safety payoffs.  Outside stakeholders might also eventually have controlled access to such a database to help further industry safety initiatives.   For example, aircraft manufacturers might access data or safety intelligence specific to their aircraft across fleets to study trends related to the operation of their aircraft, engine, or likewise. All this would be done under the very tight supervision of IATA with appropriate privacy and quality controls.

Regulatory authorities, especially within their research areas, engaged in formulating legislation or policy might use the database to validate the effects of their work on airline safety.  Similarly, investigation authorities could find the database useful in order to expand the scope of any safety action considered within a given accident investigation.  Such a database would assist the authority in determining if their accident was truly a one-off occurrence or an accident that was “waiting to happen”, in turn providing guidance and direction to the investigation. 

A possible impediment to such a system is the natural and healthy reluctance of an airline to allow someone else to use its data for fear that it will be used against them or to deny their competitive business advantages.  With some discussion and through mutual understandings, this obstacle can be overcome in several ways.  For example, the database can be designed such that when an aircraft manufacturer is looking at data across airlines, it is impossible to tell which airline the data has came from, a margin of security which has already been incorporated into the STEADES programme.  Airlines can also control when and what is accessible by those outside of the airline itself either through manual approval or automatic logic. It is important to distinguish between sharing the flight data and sharing the lessons learned.  Sharing the lessons learned should be easier to achieve and yield the greatest benefit, based on the success that has been seen in accident investigation and incident report sharing.  Investigation authorities and programmes such as STEADES do not share flight data, but share the lessons learned in the investigation and most importantly, are able to suggest prevention strategies and safety actions to those most directly concerned.

The Challenges in Sharing Flight Data

There are several challenges to be addressed in sharing flight data, many of which stem from the inherent technological differences.  These differences can be seen between FDA systems in:

· Parameter nomenclature, instrumentation accuracy, recorder resolutions and sampling rates

· Filtering and processing of the data, while airborne and by the ground station

· Data acquisition units across different aircraft fleet

· Data sources for the same or similar parameters

· Algorithms and techniques for deriving parameters (Figure 3)

· Event and incident definitions

· Unit standards and conversion calculations

· User operational environments

· Safety and reporting cultures

· Use and knowledge of statistical systems
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Figure 3: Example of displacement calculation using a single integration of ground speed and a double integration of accelerations showing a 500 foot difference after 23 seconds.
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All of these subtle differences may make it extremely difficult to compare data across airlines, especially when concerned with the need for proper statistical sampling and sound trending technique.  Lack of standardised event criteria and statistical methodology compounded by misaligned analytical process and the technical diversity of flight data are all significant challenges.  Nonetheless, there are valuable processes that can apply more broadly to the co-ordination of controlled access to flight data across the airlines.  Manufacturers’ interest in validating engine performance is an excellent example of where an authorised external body might develop an exercise specific algorithm, to be applied as a query to flight data from several airlines of differing aircraft type and model in order to extract relevant and useful events. A central service provider attempting to validate a problem for just one airline, especially one with a small fleet, could benefit greatly from the confirmation that such a problem exists with other airlines, by applying the same algorithms across the entire dataset.
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Figure 4: Diagram of IATA FDA Service, allowing individual airlines access to their own results as well as access to a global pool of safety information and lessons learned, with potential access by other stakeholders.

With the challenges and benefits of such a data sharing system clearly outlined, a partnership of stakeholders must be formed to drive forward the implementation of an agreed upon methodology and standardisation process.  Many of the same issues that have necessarily been addressed in data sharing through the IATA STEADES Programme will apply to flight data sharing, with infinite opportunities for alignment between both of these systems.  IATA has played a principal role in the development of a common set of incident “descriptors”, to be used in the classification of Air Safety Reports (ASR), Cabin Safety Reports (CSR) and Ground Handling Reports (GHR).  IATA has also been an active participant in the Federal Aviation Administration’s (FAA) Global Aviation Information Network (GAIN) initiative, pushing to develop standards and guidelines for the effective maintenance and communication of safety data systems.  The concept of data sharing in FDA should be considered as the younger brother, or perhaps a prototype version of the work that has been done with incident reporting systems.  These previous efforts to smooth out the difficulties in incident data sharing should serve as a model for the creation of new FDA sharing guidelines and best practices, tailored to suit its specific technical demands.  There is much value in aligning FDA and incident analysis, where one system could serve well to corroborate, compare or complement the lessons learned from the other.

The importance of developing a simple yet effective methodology for dealing with the technical aspects of flight data sharing will be paramount to the success of such an initiative.  Certain considerations, which have already been addressed in incident reporting such as data de-identification can be easily overcome by selectively deleting, or stripping-out parameters that would be sensitive to flight crews, operators or any other entity that might be subject to identification and potential reprisal.  As in incident reporting, a strong safety culture is based upon a non-punitive system of safety monitoring.  The STEADES Programme can again be used as an example of some of the work that has been done to address these issues.  ASRs, CSRs and GHRs submitted to the STEADES database are stripped at source of several fields which could be used to identify crew or operator, prior even to coming before the eyes of an analyst.  Several data handling issues have also been tackled in operating the STEADES Programme.  

The STEADES database, which currently contains over 300,000 records, has had to surmount challenges in both ensuring compatibility with existing and external software systems (and descriptor hierarchies), as well as the effective management of large volumes of data within one system.  The analyst’s ability to extract meaningful results from a large volume of data is only as valuable as the querying tools available. It is perhaps unrealistic to presume that an analyst could comb through and validate the volumes of data collected through a large-scale FDA process.  

Just as the STEADES analyst uses descriptors, key fields and keywords to optimise a search, FDA would need to establish a standard for the classification and storage of pertinent events in flight data.  Standard event “descriptors” would be necessary, with the event detection algorithms, parameters reported and several supporting components standardised for input into the global database.  

Early attempts at defining the exceedence parameters necessary for global trending and the methodologies by which these parameters would be recorded have been made by a consortium of airlines under the Proprietary Operational Data Sharing (PODS) committee.  The committee has addressed the possibility of using software, such as the MAXVALS and SNAPSHOT programmes developed by British Airways and SPIRENT in the mid 1990’s, literally to take “snapshots” of an agreed upon set of parameters where the maximum value of one parameter exceeds the threshold value.  The software has been successfully used within the BA flight safety programme, and has generated interest among many of the world’s major airlines.  Examples of the programme’s potential can be seen in the comparison of data across several airlines, such as in the graph presented below (Figure 5), allowing airlines to measure their performance directly against the industry norms.  The growth of such a model may contribute to the overall success of a programme such as the IATA FDA Service and global data sharing throughout the industry.
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Figure 5: Example of the potential of globally pooled data in comparing aircraft operations across fleets, operators, etc....

The coordination of the data sharing initiative finds IATA well placed to serve as a liaison between industry stakeholders in driving forward with best practices guidelines and FDA standards development (Figure 6).  IATA maintains regular communication with many of the stakeholders who are heavily invested in the development of FDA and is, with the launch of the IATA FDA Service, poised to reach-out to newcomers in FDA.  ICAO, member states and their respective regulatory agencies have already played, and will continue to play, an active role in the support, mandating and enforcement of safety standards through legislation.  Air Navigation Service Providers (ANSP), airport authorities and other members of airline infrastructure will all be able to participate in and directly benefit from the analysis performed on flight safety within their respective domains.  

Likewise, airframe and powerplant manufacturers will retain an essential role in the evolution, understanding and analysis of aircraft specific safety issues.  They will certainly benefit from a broader platform of information on which to base their maintenance and development programmes.  Given the heavy reliance upon complex hardware and software components in FDA, software providers will have to be aligned to the common goal of data integration in order for the data sharing initiative to be successful. 

Finally, perhaps the most important stakeholder, the data generating airlines will be both the creator and consumer of all of the benefits cited in this paper.  They will be essential in creating a statistically significant, critical mass of data and feedback, upon which a truly global system of data sharing can be built.  Although each data sharing stakeholder plays a unique role in the progress of the initiative, all are strongly united in a campaign to reduce the accident rate, a shared goal.
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[image: image9]Figure 6: IATA is well placed to serve as a liaison between industry stakeholders.

Conclusion - Sharing the Lessons Learned

Many airlines having excellent in-house programmes with experienced staff may not be in a position to outsource their FDA programme for a variety of reasons.  Even in these cases, the international community needs to take the steps towards establishing the necessary infrastructure for sharing the lessons learned, ultimately benefiting service clients, in-house operators, and the greater safety community as well. Whether airlines operate in-house or outsource part or all of their FDA programme, the industry as a whole needs to begin sharing the wealth of insight that flight data provides in a more formal and open environment.  Airlines operating in-house programmes will be able to contribute the IATA system so that all subscribing airlines can benefit from this information.  

The ICAO accident investigation sharing model works well and can be effectively applied to FDA programmes if airlines are convinced of its value.  This value should apply beyond FDA programmes to align with incident reporting systems, such as STEADES, the only differentiation being the manner in which the problem is identified.  As in an accident investigation, the most effective means of sharing these lessons learned is by posting the relevant facts, subsequent analysis and safety actions performed to a common repository for others to access and query.  A balanced approach to data confidentiality and anonymity is the keystone to successfully accomplishing this task, ensuring that the exchange is simply of safety information in a secure, informative setting.   The amount of information relayed through such a data sharing system is at the discretion of the user and the greater community, with the option of selective de-identification always available.  In other words, the lessons learned can be based on a true story without necessarily detailing the entire true story.  A ‘true’ story is a requirement in accident investigation because of the potential impact on liability and corporate reputations that need not apply in a high volume anonymous safety oriented environment.     The emphasis is on the dissemination of accurate and relevant safety information, while ensuring a secure and beneficial forum in which these processes are performed.

Technically, there is no such thing as FDA data or FOQA data, despite the fact that some there are frequent references to ‘FOQA data’.  More correctly, it is flight data that is being used for the purpose of FOQA or FDA.  This may appear to be simply a matter of semantics, but it is important to understand the fundamentals in order to pursue the ambitious goal of organised data sharing since misuse of the terminology at the outset may lead to confusion and misinterpretation.  Flight data has many uses including maintenance, FDA/FOQA, or incident and accident investigation.  Concerns surrounding the sharing of FOQA data are more likely to be concerns about sharing fight data.  Flight data is just one source of facts in the overall system of safety trend identification.  As these trends are discovered throughout the industry by several independent operators, the act of sharing them via an international mechanism will be the next major initiative for the improvement of global aviation safety. IATA and Flightscape, together with the airlines and investigative community are already taking this next step.   

With industry cooperation and technical coordination within a partnership of trusted organisation, we can collectively bring FDA programmes to the next generation and provide airlines with access to a tool which will extract even more value from their flight data.  The larger airlines can help smaller airlines just as much as a collection of smaller airlines can provide a critical mass to be increase their collective opportunity to identify problems.  By forming a system of exchange between manufacturers, infrastructure service providers, regulatory agencies, and the airlines, IATA will also help to bring value to the data sharing exercise.  A truly international system coordinated by a trusted agency facilitates the technical and institutional requirements in data sharing by providing a globally accessible database to all stakeholders.   The advent of flight data analysis has had a profound effect on those airlines that have pioneered the FDA movement.  The airline industry needs to take this initiative to the next generation which is the global systematic sharing of the lessons learned in FDA, with the overarching ambition of improving operational efficiency and reducing the accident rate.

Runway Awareness & Advisory System (RAAS)

Guest Speaker:  Capt. Jody Todd

Technical Pilot – Business Jet Programs

Customer & Product Support

INTRODUCTION

Regulatory authority studies and aviation statistics conclusively highlight airport area operation incidents … and specifically runway incursions … as a growing safety concern.  In addition to deploying awareness/prevention programs, the aviation industry sought a practical runway awareness and advisory product that addresses the root cause of problem in a cost-effective, near-term manner.
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Honeywell responded, first conceptualizing and prototyping, then 
demonstrating and developing an operational solution based on:

· the analysis of actual events and scenarios;

· a clear understanding of the airport area environment and operation;

· extensive end-user surveys, feedback, and aircraft and simulator trials; and

· sound human factors principles.
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The results, the Honeywell Runway Awareness and Advisory System (RAAS), represents a significant safety advancement for aircraft equipped with the Enhanced Ground Proximity Warning System (EGPWS).  The RAAS is an aircraft operation safety offering separate from the terrain awareness and warning and other functionality available in the EGPWS.  However, to facilitate cost-effective and straightforward deployment, the RAAS can be hosted in any MK V or VII EGPWS computer updated with the prerequisite software and database.  Therefore, the RAAS is offered as a key-enabled, database-configured, software-based capability on a per unit basis.
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RAAS DESCRIPTION
The Honeywell RAAS provides flight crews increased situational awareness and advisories related to aircraft operations in and around runway areas, significantly lowering the probability of runway incursions as it complements the terrain/obstacle awareness and warning provided by the EGPWS during flight.  While doing this, a major design goal is to provide maximum functionality with minimum impact to existing aircraft installation and unit hardware.  Assuming GPS position
 is already provided to the EGPWS, the RAAS provides its aural advisories utilizing the existing aircraft wiring and installation.  It is implemented via a software / enable process for the EGPWS without hardware modification to the unit.

The RAAS uses GPS data and an expanded EGPWS runway database (with validated runway descriptions
) to provide the aural advisories that supplement flight crew awareness of position and operations in the vicinity of runways and airports.  It does so automatically without input from the flight crew.  Other EGPWS functionality is unaffected by the addition of RAAS.

It uses existing EGPWS voice and audio technology to produce its advisories, with the messages heard over the same aircraft audio systems that provide the EGPWS audio alerts in the cockpit.  Their audio volume settings, controlled by the EGPWS, have been adjusted based upon the expected flight operation for each advisory.

The RAAS aural advisories can be grouped into three categories:

1. Routine: messages heard during typical operations;
2. Semi-Routine: messages heard during certain operations depending on aircraft type, runway length, and specific conditions; and

3. Non-Routine: messages heard when increased awareness is warranted.

RAAS Routine Advisories

The RAAS provides three Routine Advisories, aural messages that flight crews hear routinely as they operate aircraft under typical airport area conditions.  Focusing on runway incursion prevention, these messages are intended to provide increased situation awareness during operations in and around runways.

Approaching Runway – On Ground Advisory

The RAAS equipped aircraft provides a flight crew with an aural advisory as it approaches a runway during taxi operations.  The message consists of “Approaching” followed by the runway identifier … for example, “Approaching One One”.  The advisory is annunciated once each time the aircraft approaches a runway.  It is enabled when the aircraft ground speed is less than 40 Knots.
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The logic that triggers this advisory uses aircraft closure speed and closure angle to advance the generation of the advisory.  The RAAS uses the runway identifier for the end of the runway that is closest to the aircraft’s position.

On Runway – On Ground Advisory

The RAAS equipped aircraft provides a flight crew with an aural advisory when it enters a runway with a ground speed of less than 40 knots and a heading within (20 degrees of the runway heading.   The message consists of “On Runway” followed by the runway identifier … for example, “On Runway Three Four Left”.  This advisory is annunciated once each time the aircraft enters a runway.
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Approaching Runway – In Air Advisory

The RAAS equipped aircraft provides a flight crew with an aural advisory when it is airborne and approaching a runway.  The message consists of “Approaching” followed by the runway identifier … for example, “Approaching Three Four Left”.  It is enabled when:

· Aircraft is between 750 and 300 feet above runway elevation,

· Aircraft is within approximately 3 miles of the runway,

· Aircraft track is aligned with the runway within (20 degrees, and

· Aircraft position is within 200 feet+runway width of runway centerline.
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Any EGPWS aurals, including altitude call-outs, have priority over this advisory.  The advisory is inhibited between 450 and 550 feet above runway elevation to allow any 500-foot altitude call outs and/or crew procedures.  The advisory can be configured to be OFF.

Should the RAAS be unable to annunciate the advisory before the aircraft descends below 300 feet above runway elevation, the advisory will not be given.  This could occur during a steep, fast approach with altitude call outs taking priority.

The advisory is annunciated once for each runway alignment.  If the aircraft is flying the ILS on one runway and then executes a short final side-step to a parallel runway, the flight crew would hear two Approaching Runway Advisory messages; one for the original runway and another as the aircraft aligns with the parallel runway.

RAAS Semi-Routine Advisories

The RAAS provides two Semi-Routine Advisories, aural messages that flight crews hear during some operations depending on aircraft type, runway length, and specific conditions (ex. location on runway, ground speed).

Distance Remaining - Landing and Roll-Out Advisory

The RAAS equipped aircraft provides a flight crew with aural advisories advising the distance remaining on a runway when the aircraft is on or over a runway and the ground speed is above 40 Knots.  The feature is configured to provide distance remaining advisories for the last half of a runway.  It can also be configured to be OFF.
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For operators using feet as the unit of length, the advisories are generated at whole thousand foot intervals, with the last possible advisory occurring at 500 feet.  For example, an aircraft landing on a 9000 foot runway would receive the following advisories: “Four Thousand Remaining”, “Three Thousand Remaining”, “Two Thousand Remaining”, “One Thousand Remaining”, and “Five Hundred Remaining”.

For operators selecting meters as the unit of length, the advisories are generated at multiples of 300-meters, with the last possible advisory occurring at 100 meters.  For example, an aircraft landing on a 2700 meter runway would receive the following advisories: “Twelve Hundred Remaining”, “Nine Hundred Remaining”, “Six Hundred Remaining”, “Three Hundred Remaining”, and “One Hundred Remaining”.

The advisories terminate when the ground speed drops below 40 knots.  If the aircraft elects to go-around after triggering the distance remaining advisories and the ground speed remains above 40 knots, the advisories continue at the appropriate distances along the runway or until the aircraft climbs more than 100 feet above runway elevation.

Runway End Advisory

The RAAS equipped aircraft provides a flight crew with an aural advisory when it is aligned on a runway, approaches within 100 feet (30 meters) of the end of the runway, and the ground speed is below 40 Knots.  The message consists of “One Hundred Remaining” for units of feet or “Thirty Remaining” for units of meters.  The advisory can be very useful in poor visibility conditions by providing the flight crew an attention cue to look for the runway exit.  It can also be configured to be OFF.
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RAAS Non-Normal Advisories

The RAAS provides five Non-Routine Advisories, aural messages that flight crews hear during specific situations not normally encountered in routine operations.  Some of these advisories contain distance information whose unit of measure can be configured as feet or meters.

Insufficient Runway Length – On Ground Advisory

The MK V and MK VII EGPWS make use of aircraft type information selected when the system was initially installed.  The RAAS makes use of this information in determining what lengths of runways are appropriate for the particular aircraft type.

When the RAAS equipped aircraft enters a runway could be considered too short for the aircraft type, the system provides the flight crew a modified On Runway advisory.  Specifically, after the normal on-runway-plus-runway-identifier aural, the RAAS annunciates the remaining runway length in a unit of measure that can be configured as feet or meters.  An example of this advisory is “On Runway Three Four Left, Two Thousand Remaining.”  It can also be configured to be OFF.
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Conditions for Advisory:

l

 

Aircraft on runway

l
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(“Approaching Three-Four Left”)


Approaching Short Runway - In Air Advisory

The MK V and MK VII EGPWS make use of aircraft type information selected when the system was initially installed.  The RAAS makes use of this information in determining what lengths of runways are appropriate for the particular aircraft type.

When the RAAS equipped aircraft approaches a runway that could be considered too short for the aircraft type, the system provides the flight crew a modified Approaching Runway advisory.  Specifically, after the normal approaching-runway-plus-runway-identifier aural, the RAAS annunciates the available runway length in a unit of measure that can be configured as feet or meters. An example of this advisory is “Runway Three Four Right Ahead, Three Thousand Available”.  It can also be configured to be OFF.
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It is possible that this advisory could be heard in conjunction with the normal Approaching Runway advisory if a side-step approach to a parallel runway is used.

Extended Holding On Runway Advisory

The RAAS equipped aircraft provides a flight crew an aural advisory when it has entered a runway, aligned with the runway heading, and not moved more then 50 feet for a period of time that can be configured for 60, 90, 120, 180, 240, or 300 seconds.  When this limit is met, the RAAS annunciates twice the message combination of “On Runway” and runway identifier.

The interval between when the aural pair is first annunciated and when the pair is repeated can be configured for 30, 60, 90, 120, 180, 240, or 300 seconds.  This feature can also be configured to be OFF.

The intent of this advisory is remind the flight crew that they have been sitting on an active runway for an extended period of time, and perhaps they should call airport traffic control and/or re-evaluate the situation.
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Taxiway Take-off Advisory

The RAAS equipped aircraft provides a flight crew an aural advisory when it attempts to take-off from non-runway surfaces.  If the aircraft exceeds the configurable ground speed (normally 40 knots) while not on a runway, the message “On Taxiway! On Taxiway!” is annunciated.  It can also be configured to be OFF.
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Rejected Take-off

The RAAS equipped aircraft provides a flight crew with aural advisories advising the distance remaining on a runway when the aircraft is executing a rejected take-off and its ground speed is above 40 knots. Should ground speed during the take-off roll decrease by 7 knots from its peak and the aircraft is on the last of the runway, the RAAS will provide distance remaining advisories as detailed under Distance Remaining – Landing and Roll-out Advisory.  Once the ground speed drops below 40 knots, the advisories will terminate.  They can also be configured to be OFF.
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 Conditions for Advisory:

l

Aircraft on runway

l

Within 20 deg. of runway heading

l
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for normal take-off operations

l

Operator can define nominal length

in feet or meters

Example in Feet


RAAS Configuration Options

The RAAS is highly configurable to suit the specific operational needs of different airlines and operators.  Configurable items include the use of feet or meters for the “distance remaining” advisories, a male or female voice for the RAAS advisories, aircraft speed trigger levels, timers, etc.  Conversely many of the advisories can be disabled in total.

Please consult the RAAS Product Specification for additional detail on the configurable items.

Please see Attachment B for an example of the RAAS Configuration Database Worksheet that is to be filled out by users in order to document the manner in which they want to configure their RAAS operation.

RAAS Notes

The RAAS advisories represent short, discrete aural information for improving airport area positional awareness and breaking the link in sequence of events leading to runway incursions.

The RAAS advisories are not intended for navigation purposes, to ensure protection against loss of separation with other traffic, or to supercede operator Standard Operating Procedure (SOP).

The RAAS does not have access to air / airport traffic control clearance or flight crew intent, therefore such factors as misunderstood or incorrect clearances may not be mitigated.

The RAAS does not have access to prevailing NOTAMs or ATIS data, therefore such factors as runway closures are not reflected.  Flight crews are assumed to be cognizant of such notices.

Data on newly constructed runways or non-temporary changes to existing runways may not be in the RAAS runway database until at least the next update.

RAAS configuration

The RAAS is hosted in the MK V / VII EGPWS software release known as “-218-218/-051” or later.  The -218-218/-051 received TSO-C92c, TSO-C117a, TSO-C151b, and (with 965-0976-060 Mercury GPS Card equipped MK V EGPWS) TSO-C129a approval in December 2003.  The Convair Aircraft Supplemental Type Certification (STC) ground and flight test of the -218-218/-051 software with the RAAS activated was completed in December 2003.  Formal STC approval for the -218-218/-051 software with RAAS activation was granted in December 2003.

Upgrading the MK V or MK VII EGPWS Computer to host the RAAS and then subsequently activating the RAAS is a simple procedure described as follows:

RAAS Software and Database

While the RAAS is an offering/capability separate from the terrain awareness and warning and other functionality available in the EGPWS, the RAAS can be hosted in any MK V or MK VII EGPWS Computer with the following Software and Terrain Database installed (via the prescribed Honeywell Service Bulletin(s) (SBs)):

· Software

· part number starting with MK V prefix 965-0976-xxx (where xxx = 003, 020, 040, or 060) and ending with software suffix -218-218 or later; if not installed, update the EGPWS Computer using the Honeywell SB 965-0976-0XX-34-76 (for software -218-218);

or

· part number starting with MK VII prefix 965-1076-xxx (where xxx = 001, 020, 030, 040, or 060) and ending with software suffix -218-218 or later; if not installed, update the EGPWS Computer using the Honeywell SB 965-1076-0XX-34-53 (for software -218-218);

or

· part number starting with MK V prefix 965-1690 and ending with software suffix -051 or later; if not installed, update the EGPWS Computer using the Honeywell SB 965-0976-0XX-34-76 (for software -051);

· Terrain Database 435 or later; if not installed, update the EGPWS Computer using one of the following Honeywell SBs: 965-0976-0XX-34-74 for MK V EGPWS; or 965-1076-0XX-34-52 for MK VII EGPWS.

Honeywell provides the indicated SBs and the material they reference free of charge.  The user is responsible for any labor costs associated with the SB as well as any labor, material, or costs associated with the Computer's removal from and reinstallation in the aircraft.

RAAS Activation

Assuming an EGPWS has been equipped with the RAAS-hosting EGPWS software -218-218/-051 or later, there are two steps involved with the RAAS activation within the unit:

1. an one-time enabling process involving an unique key based on the unit’s serial number; and

2. a functionality configuring process using an user-specific configuration database which functions much like program pins; this file is referred to as the RAAS Configuration Database (RCD).

RAAS Enable Key

The RAAS Enable Key is provided at the time the RAAS enabling is ordered / purchased.  The purchase order needs to include a list of the serial numbers for the EGPWS units in which the RAAS is to be enabled.  As part of the invoicing process, Honeywell lists the (unique) enabling key associated with each serial number.  The purchase order can request a PCMCIA card with the resulting key-per-EGPWS-serial-number.

The enabling key is uploaded to a powered-up EGPWS by either: entering this key via a user-supplied laptop interfacing to the unit’s RS-232 port and running a Honeywell-provided WinView script; or plugging the enabling key PCMCIA card into the unit.

The actual process for enabling the RAAS functionality hosted in the EGPWS software is described in one of the following SBs: 965-0976-0XX-34-77 for MK V; or 965-1076-0XX-34-54 for MK VII.  Note, the RAAS Enable Key is not provided free of charge; for year 2004, the catalog price is $17,369.  Additionally, the user is responsible for any labor costs associated with the SB as well as any labor, material, or costs associated with the Computer's removal from and reinstallation in the aircraft.

Once the RAAS Enable Key is uploaded, the EGPWS software verifies a match between the key and the unit’s serial number.  If a match is found, the RAAS is enabled, though it will not be active until the RCD step described below is accomplished.

RAAS Configuration Database

The RCD is uploaded to a RAAS-enabled EGPWS Computer via a PCMCIA card.  The RCD allows for the setting of the common fleet options, GPS antenna position, and nominal runway lengths.  Each RCD can support up to 20 different aircraft types.  Thus an operator with a mixed fleet of aircraft can swap RAAS-enabled/configured EGPWS LRUs within the fleet and not necessarily be required to reload the RCD.  A RAAS Configuration Database Worksheet is included in Attachment B.

The RAAS functionality hosted in the EGPWS software is configured (for the desired advisories and associated characteristics) using the RCD as described in one of the following SBs: 965-0976-0XX-34-77 for MK V; or 965-1076-0XX-34-54 for MK VII.

The RCD card and associated part number are created by Honeywell upon receipt of a properly filled out RCD Worksheet. This worksheet should be completed by the operator and forwarded to the appropriate Honeywell EGPWS Applications/Certification focal.

The initial RCD Card per aircraft will be provided free-of-charge.  A fee may apply to providing additional copies of the RCD as well as adjusting the configuration/advisory selections covered by the RCD, card, and associated part number.

Given that one RCD can cover up to 20 aircraft types/fleets for which the RAAS functionality is configured the same, it is possible that as few as one RCD PCMCIA card may be needed.  For example, if the same RAAS functionality options are desired for two different aircraft types/fleets, then both could be covered under the same RCD and only one PCMCIA card would be needed to configure all involved units.  If different RAAS functionality options are desired between the two aircraft types/fleets (or even amongst aircraft within the same type/fleet), then separate RCDs would be needed.

The user is responsible for any labor costs associated with the SB as well as any labor, material, or costs associated with the Computer's removal from and reinstallation in the aircraft.

Once the RCD is uploaded and unit self-test is passed, the RAAS is configured and now fully active (assuming it has been previously RAAS enabled as described in the previous sub-section).

RAAS Installation

In the STC configuration (for example, as approved on the Convair Aircraft), there are no pin programming changes to the aircraft installation associated with activating (i.e., enabling or configuring) the RAAS.  It is Honeywell's STC plans to not require installation wiring changes in order to support RAAS activation.

In anticipation of eventual RAAS type certifications, the air transport original equipment manufacturers (OEMs) have introduced the possibility of an activation discrete (in addition to the RAAS Enable Key) for production aircraft configurations delivered from the factory or updated via an OEM SB.  This would require an aircraft wiring change to configure the discrete.  While this would need to be supported for the OEMs, it remains Honeywell's intent not to require such a discrete wherever possible for non-production aircraft types or aircraft types updated via a STC process.

There have been discussions of an RAAS Advisories Inhibit option specifically for inhibiting the RAAS aurals.  This would likely necessitate a flight deck-based inhibit switch.  However, extensive human factor studies conducted for the RAAS design and regulatory authority review processes have shown that a RAAS Advisories Inhibit is not required.  The Convair Aircraft STC was FAA-approved without such an inhibit.  In the event the user and its regulatory authorities concur with these conclusions, no flight deck changes should be required to support the RAAS activation.

RAAS Certification

The Convair Aircraft STC ground and flight test of the -218-218/-051 software with the RAAS activated was completed in December 2003.  Formal STC approval for the -218-218/-051 software with RAAS activation was granted in December 2003.

Honeywell is in discussions with the air transport OEMs regarding RAAS functionality type certifications and SBs for in-production aircraft.  Assuming OEM concurrence, the goal is to type certify this functionality on a wide range of major air transport and regional aircraft types, just as the EGPWS itself is type certified across these platforms today.  The OEMs reserve the right to determine the charges, if any, for production aircraft configuration requests and SBs; such pricing has not yet been determined.

Honeywell plans to offer STCs for those aircraft that are no longer in production and, if feasible, where a SB solution will not be available in a timely manner.  As with the introduction of the EGPWS, Honeywell is committed to supporting STCs to prevent delay in operators benefiting from the safety advancement that the RAAS offers.
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Abstract

Over the last few years, Boeing has developed a Runway Track Analysis that has been of significant help with visualizing and understanding incident investigations.  The analysis converts the FDR recorded data (time based) into position data (distanced based).  The position based data are plotted to create a map of the airplane’s track over the runway.  This process makes it much easier to visualize what actually happened, and what airplane or runway factors may have contributed.  A profile and flight path of the final approach can also be created to help understand what factors may have contributed to the incident.  This paper reviews the Boeing methodology and provides several examples where this analysis was of benefit to the investigation of the events.  

Introduction

The Boeing Aerodynamics, Stability & Control group has developed a Runway Track Analysis to help visualize factors that may have contributed to an event.  This analysis has proven helpful when investigating runway based events such as runway excursions (off side of runway) or runway overruns (off end of runway).  The analysis can combine multiple sets of investigation data, including time based FDR recorded data, distance‑based ground scar data or time‑based CVR data, when available.  These varying sets of data are combined into a single graphic depiction of the airplane’s track over the runway, and also allows key FDR parameters to be viewed as the airplane approaches, touches down, and decelerates down the runway.  The analysis of the FDR data relative to position on the runway allows for easy understanding of the factors that may have influenced the airplane’s flight path, including wind effects, timing of control inputs, touchdown point, etc.

Boeing recognizes that this type of analysis may not be entirely new, and that others may have developed a similar approach or capability.  This paper discusses the general approach used by Boeing in developing the runway track analysis.  This analysis capability is available from Boeing to aid the investigation agencies with their investigation of incidents or accidents.

Overview 

There are several methods of calculating the airplane’s position (ground track) including integration of the FDR acceleration data, integration of FDR ground speed and ground track angle, using FDR localizer and ground speed data, using FDR latitude and longitude data.  For each method assumptions must be made, and each has advantages and disadvantages.  Typically ground track analyses are performed for events occurring near a runway.  Using the FDR latitude and longitude data is impractical for this due to poor resolution (only accurate within several hundred feet) and slow sample rate.  Many times key parameters are not recorded (as with older airplanes) or are not valid, resulting in the data not being available on the FDR recorded data set.  Additionally, the typical FDR sample rate may be too low for a dynamic situation occurring on the runway.  

The methods for analyzing events near a runway and calculating the ground track have been refined by Boeing through the many FDR analyses conducted every year.  These methods can provide reasonable results in the presence of many FDR data shortcomings.  This runway track analysis has proven particularly helpful for incidents involving older airplanes that have relatively few recorded FDR parameters.  The process described below is used by Boeing to accomplish this, followed by the various methods used to calculate the runway track.  

Kinematic Consistency of FDR Data

It must be recognized that the accelerations measured by the accelerometers and recorded by the FDR are never completely “zeroed” resulting in a bias (or offset) from the actual acceleration.  These biases are not always evident when plotted as time history data, but will result in errors when integrating acceleration to get velocity and position.  Also, peak load factors occurring during dynamic events may not be captured by the FDR because of relatively low sample rates for acceleration.  If the uncorrected, low sample rate FDR accelerations are integrated, the resulting ground speed, drift angle, and altitude will not be consistent with those recorded by the FDR.  Thus, the biases must be removed before integrating the FDR recorded accelerations to get velocity and position.  

Because of these issues, a kinematic consistency process is used to correct the FDR data and calculate additional parameters.  Kinematics is a branch of dynamics which describes the motion of bodies without reference to the forces that either caused the motion or are generated as a result of the motion.  Kinematic consistency process is a general practice used at Boeing for processing flight test data and FDR data to ensure consistency of position, speed, and acceleration data.  A Boeing patented program called KINCON (KINematic CONsistency) is used to accomplish this.  

The Boeing KINCON process involves an optimization routine to calculate and remove the biases inherent in the FDR acceleration data.  This process ensures that integration of the corrected acceleration components result in a ground speed, drift angle, and altitude that are consistent with those recorded on the FDR.  The kinematically corrected acceleration components can then be used to derive additional information such as ground track profiles, wind information or other parameters with higher frequency content than were recorded on the FDR.  

KINCON will re-sample the data set is to match the sample rate of normal load factor (NZ), which is typically the highest sampled parameter on the FDR.  Interpolation is used when re-sampling, which may “clip” the peaks of some dynamic parameters.  Therefore, it is important to continue to use the recorded FDR time history data to obtain the peak values of critical parameters in conjunction with the runway track analysis.  

Overall, the Boeing KINCON process provides the following:  

· Removes erroneous constant biases from FDR accelerations (NZ, NY, NX), independent of external winds or control surface inputs.  This ensures accelerations are kinematically consistent with FDR ground speed, drift angle and altitude.

· Generates reasonable and smooth angle, angular rate, and angular acceleration data to match FDR recorded Euler angles (pitch attitude, bank angle and heading).  

· Calculates airplane state parameters in place of ones that are invalid or not recorded on the FDR

· Re-samples all parameters to match the sample rate of normal load factor, resulting in higher sample rates than recorded on the FDR for most parameters.  

· Calculates winds at higher sample rates and accuracy than is typically recorded on the FDR.  

Runway Distance Calculation Methods

The accuracy of the runway track analysis is a function of the number of parameters recorded on the FDR and the quality of those parameters (e.g. resolution, sample rate, availability).  Older airplanes typically have less information recorded and therefore require more assumptions be used for the analysis.  In the past, this runway track analysis has proven particularly helpful for incidents involving older airplanes that have relatively few recorded FDR parameters.  

The key to accomplishing the runway track analysis is to calculate the longitudinal (SX) and lateral (SY) distances, and then be able to accurately “anchor” or attach the calculated airplane track relative to the actual runway.  The following three principle calculation methods are used by Boeing to calculate SX and SY distances:

Method A - Distances integrated from kinematically corrected accelerations
Method B - Distances integrated from FDR ground speed, heading and drift angle
Method C - Distances calculated using recorded localizer data (SY only)

The various methods used to calculate distances usually give similar results, but occasionally there are differences.  Differences are resolved via comparison, adjustment of assumptions, engineering judgment and iteration.  Several iterations may be necessary to obtain the best fit alignment between the calculated ground track and the ground scar data.  Each method has advantages and disadvantages.  Which method is best for a given incident depends on the circumstances of the incident, the data set and information available from the field.  The three methods are discussed in detail below:

Method A - Distances Integrated From Kinematically Corrected Accelerations

The position of the airplane is calculated by integrating the kinematically corrected acceleration data (NZ, NY, NX).  This approach is available on most data sets because it only requires a basic parameter set be recorded on the FDR.  If the standard set of parameters is not recorded or part of the data is invalid, then assumptions can be made to enable the generation of reasonable results.  At Boeing, this method uses groundspeed, heading and drift angle output from KINCON (based on NZ, NY, NX and angles).  This method requires ground position information to “attach” the airplane’s calculated track to the actual runway.

	Advantages
	Disadvantages

	· Useful with older airplanes that have a limited FDR data set that does not include groundspeed, heading or drift angle.
	· More assumptions are required due to limited data available from the FDR, which may reduce accuracy.  

· Requires double integration of the low sample rate acceleration data which can lead to errors in calculated position.  


Method B - Distances Integrated From FDR Ground Speed, Heading and Drift Angle

The longitudinal and lateral distances are calculated by integrating FDR recorded ground speed, heading and drift angle.  This method requires ground position information to “attach” the airplane’s calculated track to the actual runway.  
	Advantages
	Disadvantages

	· This method is quick and simple.  

· Can provide reasonable results if drift angle is not recorded and is assumed to be a constant.
	· Data are often of low sample rate and resolution, affecting the accuracy of the results.


Method C - Distances Calculated Using Recorded Localizer Data (SY only)

The longitudinal and lateral distances are calculated by using simple geometry and airport information.  SX is calculated from the KINCON process or by the integration of FDR ground speed.  SY is calculated by using SX triangulated with the recorded localizer deviation signal, and with the airport information.  This method often provides the best accuracy, but is only available if the landing was made on an ILS equipped runway, and if the glideslope and localizer data is recorded on the FDR.  Lateral distance calculated with this method is unreliable when the airplane exceeds the localizer antenna’s transmission “cone”.

	Advantages
	Disadvantages

	· Airplane can be positioned relative to the runway without ground scar data.
	· Infrequent availability of localizer data from FDR (parameter not recorded or non-ILS approach).

· Requires knowledge of localizer antenna location, accuracy and calibration.


Runway Track Plot Buildup

Once the distances have been calculated, the data can be plotted, but the calculated distances must be “anchored” or attached to the runway with ground position information reported from the field.  If available items such as ground scars, airplane’s final resting position, recorded localizer, glideslope, middle marker or engineering judgment can be used to affix the track to the runway.  

First, the runway dimensions (including taxiways, overruns, etc. if pertinent) are established on the plot, followed by any ground position information received from the field.  The airplane track data is then overlaid that represents the track of the CG of the airplane.  Additional calculations are necessary using the airplane geometry (CG to gear) to add the track of each gear.  Several iterations might be necessary to obtain agreement between the calculated airplane track and the reported ground scar information.  Each iteration would make an adjustment to the initial conditions or the assumptions used in the calculations to obtain a better match with the ground position information.

Examples of Previous Investigations

Three examples are included to highlight how this runway track analysis has helped in previous investigations.  These examples contain actual data from the investigation and are being used with the permission of the investigation agency responsible for the investigation.  However, the plots have been de-identified so the operator, airplane or airport cannot be identified to protect the confidentiality of the parties.  The purpose of showing these examples is to highlight how the runway track analysis helped the investigation of the incident.  These three examples are not intended to line up with the three methodologies discussed above.  

Example 1 - Runway Excursion During Landing
Example 2 - Runway Overrun During Landing
Example 3 - Approach Profile And Runway Excursion

Example 1 - Runway Excursion During Landing

· Example shown in: 
Figure 1 - View of track on runway

· What the runway track analysis added to the investigation
- determined 1st set of skid marks were not associated with event airplane
- shows skid developing as a result of rudder input

Example 2 - Runway Overrun During Landing

· Example shown in: 
Figure 2a - Overview (coarse scale)
Figure 2b - Expanded view of track on runway

· What the runway track analysis added to the investigation
- shows normal approach and landing
- shows airplane taxied length of runway to reach exit taxiway
- shows loss of friction when slowing to make the turn
- determined runway features that caused loss of friction

Example 3 - Approach Profile And Runway Excursion

· Example shown in: 
Figure 3a - Overview showing approach profile (coarse scale)
Figure 3b - Expanded view of track on runway

· What the runway track analysis added to the investigation
- shows final approach
- shows airplane touched down left of centerline
- example of incomplete data set (airplane was still moving at end of data)

Site Data Needed
First and foremost, it is important that the FDR data be sent to Boeing in raw binary format.  Data received in other formats (csv, Excel, etc) is not time aligned and can limit our ability to provide an accurate analysis of the event.  The raw binary FDR data file should include all recorded parameters and the entire event flight at a minimum.  It is also beneficial to receive at least one previous flight or all recorded flights from the FDR for use in verification of sign conventions of key parameters.  

The distances calculated for the analysis must somehow be referenced or “anchored” to the runway.  This is done with ground scar information received from the field.  Accurate ground scar and site information is vital to the success of the analysis.  The most valuable information from the field is a complete and accurate list of dimensions to all scars.  The dimensions should include a measurement to the runway centerline and threshold (painted white stripe).  

The following is a list of information that may be helpful from the site:

· FDR data 
- Provided in raw binary format
- Include all recorded parameters
- Include entire event flight (the previous flight may also be beneficial)

· Ground Scar Data 
- Sketch of site showing key runways, taxi ways or airport features
- Point(s) where aircraft exited the paved runway surface
- Point where the aircraft came to rest
- Coordinates and length of all ground scars 
    (skid marks, scrape marks, hydroplaning indications, etc)
- Each point should be referenced to the runway centerline and threshold

· Runway data 
- Runway Surface - condition (wet, dry, ice), crowned, smooth/grooved
- Width of runway (painted white stripe) relative to centerline
- Width of pavement edge relative to centerline
- Width of grooves relative to centerline
- Runway slope as a function of distance
- Glideslope antenna location relative to threshold
- Localizer antenna location relative to threshold
- Localizer antenna accuracy and calibration data
- Runway surface condition (dry, wet, ice) near time of event. 
- Measured runway coefficient of friction near time of event.

· Airplane data 
- Conditions of tires on all gear
- Photos of key features on any tire 
    (wear, scrape marks, reverted rubber from hydroplaning, etc)
- Photos of any structural damage (scrape marks, etc)
- Photos of the airplane where it came to rest

Limitations of the Process

This analysis requires engineering judgment and assumptions in preparation of the data.  The fewer the recorded parameters require more assumptions to perform the analysis.  As such, this analysis may not be precise, but instead provides an overview of what occurred.  The process of calculating the distances requires the data to be re-sampled and interpolated, which may “clip” the peaks on some dynamic parameters.  Therefore, it is important to use the FDR time history data to obtain the peak values of critical parameters in conjunction with the runway track analysis.  Often, the scale used for the SY axis is not one-to-one with the scale for the SX axis in order to clearly see what happened laterally on the runway.  This scaling difference causes the lateral movements to be accentuated.  

Who We Do This For

The runway track analysis can be used in investigations of in-service events, incidents or accidents of Boeing products.  The analysis is provided at no cost by Boeing as a participant in the investigation.

Summary

The Boeing Runway Track Analysis has been useful in many incident investigations, from approach upsets and hard landings to runway excursions and runway overruns.  The analysis allows investigators to visualize factors that may have contributed to an event.  The analysis combines multiple sets of investigation data, including time based FDR recorded data, distance based ground scar data or time based CVR data, when available.  As an investigation participant, Boeing provides this analysis to aid the investigation agencies with their investigation of incidents or accidents.  

Selecting the Next Generation of Investigators

Keith McGuire, M02416, Northwest Regional Director, NTSB
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Introduction

One of the important aspects of improving aviation safety is to select the right people as Air Safety Investigators.  While selecting a systematic and objective investigator is the goal of the selection process, seldom is the selection process itself also systematic and objective.  This paper is an overview of the characteristics essential to being a successful Air Safety Investigator and how to evaluate these traits during the selection process.  The paper will go beyond the traditional approach of classifying people based on their technical skills and look at aspects such as logical thinking, objective approaches and the ability to communicate effectively.  While technical skills are important, the more process oriented traits have shown to be critical characteristics of a good investigator that are not adequately evaluated prior to their selection.  Since training programs are of limited value in dealing with these areas, the emphasis of the paper is on how to determine these characteristics prior to selecting a new investigator.  Using the premise that some traits, such as a logical thought process can be enhanced but not truly taught during a training program, the paper will concentrate on ways to evaluate these traits during the selection process.  

A review of the characteristics found in good investigators

A logical starting point for determining the desired characteristics for an Air Safety Investigator is to look at the characteristics found in successful investigators.  Admittedly, the evaluation of who is a successful investigator is somewhat subjective, but there are some objective measures that can be used.  Has the investigator been directly involved in the investigation process with responsibility for results or have they been on the fringes of the investigation with little responsibility and influence?  What results has the investigator produced in previous investigations?  Have they been able to resolve complex issues without becoming fixated on irrelevant details?  Do they work well with others and effectively elicit the expertise of others to thoroughly examine all aspects of an investigation?

While not an exhaustive list, some of the characteristics associated with good Air Safety Investigators are:

Technical Competence

While much of the technical knowledge necessary to perform an investigation can be learned after starting the position, the ideal candidate will already have an extensive background in the aviation industry

Trained in the Investigative Process

Some investigators come to a new position with experience in investigations but most do not.  While there are certainly advantages to selecting an experienced investigator when the position requires an immediate contribution, many organizations prefer to train new people from the beginning rather than trying to retrain previous thought processes. Either way, there needs to be a combination of formal training and structured OJT (on-the-job training) provided to the investigator. 

Thorough

The thorough investigator has a balanced approach to gathering factual information during an investigation.  While all aspects of the accident will be considered, only the relevant facts are developed in depth. As the investigation develops, the investigator will exercise appropriate judgment of the available facts to decide what areas need more development.  

Accurate

The facts developed and reported accurately portray the accident sequence.  While the reports written may vary in the space given different subjects, that determination is a result of their relevance rather than the investigator’s bias or specific background.

Experienced

Experience is a necessary part of being a good investigator.  However, as with most occupations, for the experience to be effective it has to be varied, progressive and mentored.  There also needs to be a level of responsibility for the experience to be meaningful.  While it is helpful to indirectly assist the investigative process, there is a unique learning experience when you actually have the responsibility for some portion of the investigation.

Logical & Systematic

The investigation is done in a sequential and consistent manner so that all the relevant facts are collected before any conclusions are formed.  What happened is determined before an attempt is made to determine why it happened.  The facts lead to a conclusion rather than the other way around. 

Objective

The Investigator has an open mind and does not concentrate on any one area early in the investigation to the exclusion of other areas.  Even though some evidence may quickly indicate causal factors in the accident, a thorough review is done of all of the conditions surrounding the accident.  This not only provides accurate conclusions but also develops all of the contributing factors in an accident so that there is an opportunity to address the safety issues inherent in the underlying factors.

Good Writing Skills

The investigator’s written reports create an accurate picture of the facts developed during the investigation.  They are grammatically correct, accurate, timely and create a word picture that is easily understood by the reader.  While the significance of the facts reported might not be completely understandable to a layman unfamiliar with aviation, the facts themselves should be presented in a clear manner.

Strong Interpersonal Skills

Air Safety Investigators do not operate alone as technical experts that know everything about all aspects of aviation.  Instead, they need to gather information from other people and rely upon the inputs of other people.  Some of the information will come from aircrew members or witnesses who observed portions of the accident sequence.  Other information will come from technicians that are involved in the testing of aircraft components or providing technical information.  In all areas of the investigation the interpersonal skills of the investigator will influence the quality of the cooperation and therefore the quality of the investigation. 

Psychologically & Physically Prepared

Many Air Safety Investigators will be working under stressful and physically challenging conditions.  This is particularly true for those that have responsibility to respond to the accident scene or process data immediately after the accident.  Since stress is a common aspect of the job, it is important to know how a prospective investigator deals with it.   

Continually Learning

One of the subtle, but important traits of a good investigator is their ability to continually lean new things.  While this is most obvious in the technology area, it is actually more important in terms of a mind set.  The investigator who “knows it all” will find it very difficult to use the input from other participants in the investigation and will frequently defend inaccurate positions because they do not want to ever be wrong.

Which Investigator Characteristics Can Training Improve?

Traditionally, many organizations have selected new investigators based on their technical qualifications.  A look at most recruiting announcements reveals requirements like pilot certification, number of flight hours, engineering degrees, and experience in investigations, perhaps with specific desired job titles and responsibilities.  Once an individual is selected, then training is provided to enhance the weaker skills.  This works well with technical skills since it is easier to quantify weak areas and provide knowledge to improve those areas.  Unfortunately, thought processes and “people skills” are not so easily taught.  If the selected investigator does not have a logical thought process when they are selected, no training course will completely change that.  Certainly, there are courses that will improve these abilities but they will not improve like technical skills can improve.  

Developing a Training Program for the New Investigator 

Once a new Air Safety Investigator is selected, it is important to tailor the training to the individual.  This starts with the orientation to the organization and carries through to the journeyman level.  After that, the training shifts to maintaining some skills and developing new ones.   

Most people will need a course covering the basics of investigation methodology and organizational procedures applicable to their position.  For some people that are not going to be deeply involved in accident investigation, this basic overview may be sufficient exposure.  However, for a professional investigator, there needs to be on going specialized courses to develop technical skills, as is applicable to the individual investigator’s job duties.  If the investigator is going to be responsible for overseeing an entire investigation, then the specialized courses might educate him or her in areas they have not already worked in and build on the basic subjects covered in the indoctrination course.  For example, if the initial course includes an overview of in-flight fires, then an advanced course in in-flight fires can be planned for a few years later in the career.  This provides a refresher in the principles of investigating an in-flight fire as well as the opportunity for the investigator to use their increasing experience in the field to understand more complex techniques.  If the person is a specialist, then the courses will typically involve more narrow and detailed instruction into how that specialty is incorporated into the accident investigation process.  A corporate safety position may need only limited training in accident investigation but extensive education in trend analysis of data from FOQA, system safety or incident investigation. The important point is that a training program is tailored to the individual needs of both the investigator and the organization using the investigator’s services. 

Formal training programs can be a valuable resource in providing help to a new investigator but they need to be coordinated with structured OJT training.  Most investigators will learn more from a good mentor(s) than they will learn from the classroom.  Unfortunately, many organizations do not have a structured program of mentoring new investigators. 
Techniques for Selecting Investigators

Most Managers Select Someone Like Themselves

It seems that anytime the discussion about successful investigators comes up among a group of investigator managers, the opinions expressed will closely resemble the background of the manager expressing the opinion.  In other words, managers tend to pick people like themselves.  Complicating this situation even more, many managers feel that they are able to select good candidates based on their review of a resume and/or an interview.  We expect the investigators to be objective, thorough and systematic but we frequently don’t use those same techniques in the selection process.  However, using an objective and systematic approach to selecting investigators will produce a distinctively better product than the common “resume review and/or interview” approach used by so many managers. 

Suggested Elements in the Selection Process 

Prepare for vacancies before they happen.  

Whenever you can anticipate that a person will be needed in advance, you can develop sources of potential investigators and perhaps even a pool of applicants.

Determine what it is that that you want done.

While this sounds easy, it can be difficult to get agreement if there are multiple people involved in the decision process.  Do you want an investigator that is capable of quickly filling a critical position temporarily or do you have the time to find a potentially long-term employee who will provide continuity in the safety department for many years?  Perhaps you need someone that can not only investigate a variety of accidents but will also provide Air Traffic Control expertise for the rest of the team?  These qualities have to be determined ahead of time in order to produce good applicants. 

Publicize the position

Where you publicize the position will depend on where the largest pool of potential applicants exist and the limitations on your selection process.  While a newspaper ad may result in numerous calls of interest, it will probably not result in as many qualified applicants as an ad in an specialized web site or an aviation magazine.  However if the qualification are more general and you are limited to a specific geographic area, a local newspaper ad may be appropriate.

Screen the applicants

Review of the Written Applications –The first stage is to eliminate applicants that are clearly not qualified applicants and then ranking the qualified applicants.  It is best if someone knowledgeable about investigations and the language of aviation does this since the written applications may not always have the right “buzz words” that a personnel specialist may be looking for.  

Telephone Screening- Once the qualified applicants are ranked, a knowledgeable person can further screen the applicants during a telephone conversation.  One recommended approach for the telephone interview is to check the accuracy of the resume by asking questions about who can confirm the experience of the applicant and asking technical questions appropriate for the level of experience listed in the resume.  Unfortunately, some resumes are exaggerated but this can usually be evaluated during the telephone interview.  If the resume lists an engineering degree but the applicant can’t use basic mathematical equations to solve a scenario posed to them, then the entire resume becomes questionable.  If the resume isn’t accurate, the reports later filed by the individual, as an investigator, may not be accurate either.  

Personal Interviews – It is recommended that the personal interviews be done by the hiring manager and one other person knowledgeable about the job to be filled.  This provides a broader, more objective evaluation of the applicant.  Likewise, if the applicant does well during the management interview, they should be introduced to several of the people they would be working with and allowed to informally discuss the job one-on-one with these staff members.  The feedback from the staff will be very valuable.

Scenarios- One helpful technique is to provide scenarios to the applicant to see how they handle various situations.  During the oral part of the interview, the way the applicant handles difficult scenarios may be an indication of the way they will respond to people as an investigator.  Likewise, written scenarios can be used to evaluate the applicant’s ability to work under stress and time constraints.  Using photos and/or diagrams, an applicant can be asked to write a written description of what they see.  In addition, a series of increasingly difficult scenarios can be developed to evaluate the applicant’s thought processes.  If all of these scenarios are given to the applicant at once with a set time limit, the way the applicant allocates his or her time can be evaluated.

Background Evaluations- One of the most common mistakes is not thoroughly checking a applicants background.  References given in a resume are useful but they rarely provide any negative information about the applicant.  Likewise, the current supervisor of the applicant may not provide an accurate picture of the applicant.  For legal reasons, or perhaps even from a desire to get rid of the applicant, a current supervisor may have nothing bad to say about the applicant.  A better source of information is previous supervisors who have nothing to gain or lose by being honest.  In one actual case, a potential employee was receiving very high praise from his current supervisor but the previous supervisor stated “it was the happiest day in my life when he left”.

The hiring manager also needs to network until they find people they know, or were referred to them by people they know, who can give a candid evaluation of the applicant.  Since the reputation of the person being interviewed is then at stake, you will usually get a more accurate evaluation of the applicant.  

Select the Best Match – No single candidate will be the perfect candidate but an objective review of the information gathered during the evaluation process will provide a ranking of the candidates.  The person at the top of the list will not necessarily be the “best person” but the “best match” for the job at hand.

Summary

The selection process for new Air Safety Investigators is a critical item that requires the same thorough and objective investigation as what we give our accident investigations.  The quality of the next generation of investigators needs to be established through a systematic approach to evaluating both technical and logic skills.  While technical skills are necessary for a successful investigator, they can be provided through training later.  However, characteristics such as logic, objectivity and writing are very difficult to improve significantly through training, so these skills need to be identified during the selection process.  Just like a good accident investigation, where the facts lead to a conclusion, a thorough, objective evaluation of both technical and subjective characteristics will lead to the best investigators.
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� A short summary of the event is given here, but please refer to the BEA website � HYPERLINK "http://www.bea.aero" ��www.bea.aero� to read the report for a more complete understanding.  


PPI:� Plan Position Indicator


TRMM:� Tropical Rainfall Measuring Mission


� Amber caution light & Icing AOA light


� GPS fine latitude and longitude data as well as other lateral (horizontal) GPS position related information is required for the RAAS due to the position accuracy requirements associated with “on-ground” aircraft operations.


� Primary, alternate, and emergency airports are included in the RAAS portion of the runway database as they are validated using EGPWS flight history data and Honeywell’s wide range of data validation tools.
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