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摘 要：(A)對於HONEYWELL系統新型的PHD SERVER等新型設備所能提供給相關操作工場的資料收集、連續且長時間的資料儲存、提供系統更易取得相關的有用參數之途徑、資料的及時性與歷史性的回填、線上即時且獨立點的定義、獨立的程序控制與定義、資料之再現性與提供廣義的高階應用成為更有效率與意義。

(B)ACE 系統提供更多的工程計算與應用、財會與統計數據、資訊之傳輸與取得、相關資料間的轉換等功能，足以加強PI 系統PERFORMANCE EQ. 之功能，同時也有分散式的應用，可以提供更有效率的系統應用。
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目的：主要學習關於PI資料收集系統之相關應用功能與新技術發展方向,並學習HONEYWELL新系統的APP NODE、PHD SERVER及DUAL SCREEN US/GUS等新型的設備之功能與相關的規劃技術,以利於未來在新建工場上的建置工作推展順利。

過程：(A).PHD的主要架構如附件一,在HONEYWELL系統中主要扮演幾項功能：

1. Data Collection： Data originates within the real-time system and is collected by a real-time data interface. The interface places the collected data for a tag in the raw queue and applies data processing (such as smoothing, compression, etc.) to move raw queue entries to the tag’s data queue. The tag’s data queue then holds processed data that is ready for insertion by the continuous store process to the active SCAN archive file.
2. Continuous Store Process：The continuous store process hibernates until the expiration of a configurable interval (typically 10-30 minutes). At the end of that hibernation interval, the process extracts data for all tags within the Current Queues that have the Store Data flag enabled. PHD then inserts the tag data into the active SCAN archive file. Once the file is full, PHD deletes the oldest SCAN archive file and creates a new active archive file. PHD automatically maintains a rolling set of SCAN archive files (configurable in size and number) on the disk.
3. Data Retrieval：An application program (such as PHD_EXTRACT) makes a call to the PHD application programming interface (API) indicating the desired tag and time range for data. The PHD system first checks the data queues to see if  the data is still held in the queues, otherwise PHD accesses the data from the connected archive files.
4. Data Put：An application program makes a put request for a tag and specifies a time stamp, value and confidence factor. If the tag definition provides Manual Input, the value  populates the data queues where the continuous store process extracts it and inserts it into the permanent archive files. If the tag definition provides Put Download, the current queues hold the put value (separately from the raw and data queues). If the tag has a real-time data interface associated, the interface then extracts the put value and downloads it to the real-time system.
5. On-Line Tag and User Definitions：The PHD system maintains it’s own set of on-line tag definitions (the effective definition for each tag) separately from the RDBMS tag definitions. The PHD system makes a request to the RDBMS system (typically via client/server processes) for the tag definitions if notified that changes to the RDBMS tag definitions have taken place. PHD requests the RDBMS tag definitions to update it’s own on-line tag definitions. If the tag updates include changes to the data collection specific fields (such as scan rate), PHD notifies the real-time data interfaces of the tag definition changes Along with the tag definitions, PHD also maintains an on-line copy of the RDBMS user definitions which includes usernames, passwords, and authorized roles for each user. PHD may be configured to use these roles to perform authorizations of read or write access to particular tags. The update of these user definitions is performed in the same manner as the update of the tag definitions.
6. Procedure Definitions：PHD compiles and loads virtual tag procedure definitions stored in standard sequential text files (.PHD source files) at the request of the PHDMAN program. Once loaded, the tag definitions immediately take effect.
7. System Control Section：The system control area is a memory section used for PHD configuration and interprocess communication within the PHD system. It holds information about real-time data interfaces, connected archive files and logical archives and PHD named parameter values.
8. Process Data Representation：All process data within the PHD system have the following three attributes:
●A time stamp (internally represented as the integer number of seconds since midnight, Jan 1 1970).
●A value that indicates the process value at the time indicated by the time stamp. Supported datatypes are F (4 byte floating), I (4 byte signed integer), C (character) and B (binary).
●A confidence indicating the goodness of the value. Possible values for confidence range from 0 (no confidence) to 100 (complete confidence).
Since PHD maintains a time stamp for each value, there is no requirement for storing the data at a constant time stamp interval. Data between stored values are either the previous value extrapolated forward, or a linear interpolation between the values (depending on the datatype and tag definition). The confidence factor for data between stored values is (correspondingly) either the confidence of the pervious value, or the minimum confidence of stored values used in a linear interpolation. PHD floating data can therefore be modeled as a continuous set of linear segments between stored points, the value at any point in time being the value of the segment between the stored points. Non-floating and manual input data can be considered as exception values whose value may change with each stored point.
PHD server同時具有資料的安全性管理與認正機制，進行嚴密的系統安全防護措施，具有以下的Operating System Rights Identifiers：
PHD makes use of operating system rights identifiers to establish a 
users rights. Four PHD specific rights identifiers have been created.
In Windows NT and in VMS, the rights identifiers are as follows:
●PHD_EDITDATA - Edit data stored in PHD. Without this rights identifier, a user is prevented from modifying data in PHD.
●PHD_MANAGER - Perform Management functions for PHD. Without this rights identifier, a user is limited to performing read-only type commands such as SHOW through PHDMAN.
●PHD_PUTDATA - Authority to perform PUT DATA to a PHD interface. Without this rights identifier, a user is not able to perform PUT commands to write data through a PHD interface.
●PHD_SECURITY - For Security management of PHD. Without this identifier, a user is not able to change or view proxy information in PHDMAN.
For Windows NT, These rights identifiers are configured through the Administration Tools, and the User manager function. For VMS, these rights identifiers are granted to users through the user authorization utility.
For the AIX operating system, the rights identifiers are:
●EDITDATA - Edit data stored in PHD
●MANAGER - Perform Management functions for PHD
●PUTDATA - Authority to perform PUT DATA to a PHD interface
●SECURITY - For Security management of PHD
These rights identifiers are added to individual users in the /etc/group file. These rights identifiers provide the same rights as described above for Windows NT and VMS.
The security functions in PHD require a user named PHD_READONLY to be defined in PHD. This user is automatically created when PHD is installed. In addition, in order to configure and perform a coldstart on PHD, the PHD manager account must have as a minimum, the PHD_MANAGER and PHD_SECURITY rights identifiers.
PHD的建置與規劃管理部分，依據使用者採用的主機系統不同

而略有差異：

1. System files and directories：The directory structure imposed by PHD varies slightly based on the operating system on which PHD is running. Currently, directory structures are defined for VMS, Windows NT and AIX .

VMS directory structure：The following figure illustrates the 
PHD VMS directory structure and logical names (directories denoted by dashed boxes are movable or optional):
[image: image5.wmf]
PHD makes use of VMS rooted directories, with the root directory given the logical name PHDISK. Individual directories may be referenced as main directories under this rooted device (i.e. PHD_SITE = PHDISK:[VMSSITE])
Windows NT directory structure：The following figure illustrates the PHD Windows NT directory structure and logical names (directories denoted by dashed boxes are movable or optional):
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The Windows NT directory structure defines the root directory of 
PHD as the system environment variable PHD_ROOT. It is possible to move any of the moveable directories by defining the listed logical name as a system environment variable. 

The listed logical names are not available from the Windows NT command line. In order to access a nonmoveable directory specify it using the PHD_ROOT environment variable (i.e. PHD_SITE = %PHD_ROOT%\NTSITE). To reference a moveable directory, simply reference the environment variable (i.e. PHD_ARCHIVE = %PHD_ARCHIVE%).
2. File extensions and locations：The following table identifies the extension and location of the different file types on the different operating systems.(詳細的內容整理如附件二)
3. Named Parameters：A primary method of configuring PHD for particular site requirements is by using named parameters. Named parameters have unique names associated with a particular parameter value that controls some aspect of configuration or behavior of the PHD system. All parameter values are integer numbers except the DBM parameters that are text strings.
4. System-wide parameters：PHD uses system-wide parameters throughout the system and are also accessible to user application programs.
PHDMAN SET command initializes parameters as follows:
●PHDMAN> SET parameter_name value
PHD sets system-wide parameters to default values during the system coldstart procedure. The command procedure PHDPARAMS sets parameter values considered site permanent. During the system coldstart PHD executes this procedure after all parameters are reset.
Each system-wide parameter is of one of the four types as follows:

●Dynamic New parameter values take effect immediately.

●Initialization New parameter values take effect on a system reinitialization (PHDMAN INIT SYSTEM command).

●CurrentInit New parameter values take effect on creation of the CUR section (PHDMAN INIT SYSTEM or INIT CURRENT commands).

●Startup New parameter values take effect on system startup (PHDMAN START SYSTEM command).

●Permanent Parameter values are not modifiable.

The PHDMAN SHOW PARAMETERS command displays current parameter values as follows:

●PHDMAN> SHOW PARAMETERS
	Parameter
	Value
	Pending
	Default
	Minimum
	Maximum
	Type

	PCT_RAWCONF
	50
	
	50
	0
	100
	(D)

	DEF_OVERREADMN
	1440
	
	1440
	0
	10000000
	(D)

	DEF_PHDATAVAL
	2000
	
	2000
	100
	1000000
	(D)

	MAX_USERVALLEN
	16
	
	4
	4
	32
	(S)


●PHDMAN> SHOW PARAMETERS ALL
The show parameters ALL option displays some important permanent (P) parameters as well as configurable parameters. A parameter value displays as pending if it is an initialization (I), currentInit (C) or startup (S) parameter, and the system init, current init or startup has not been performed since setting the new value. 
Parameter descriptions 如附件三。
5. DBM parameters：PHD uses DBM parameters to access the RDBMS tag definitions. The SHOW PARAMETERS command does not display these parameters. The PHDMAN SET command initializes these parameters as follows:
●PHDMAN> SET parameter_name value

Embedded spaces or tabs are not permitted in the named value. Parameter descriptions are as follows:
	DBMUSER
	(D) - rdbms user name

	DBMPASSWORD
	(D) - RDBMS user password

	DBMID
	(D) - RDBMS ident information. For an Oracle database this is thedatabase alias. For an ODBC database this is the data source name.

	DBM_TAGFILTER
	(I) - 1 indicates that only those RDBMS tags assigned to a currently defined initialized interface. 


The DBM_TAGFILTER parameter is used in the case where multiple PHD systems are sharing a single set of tag definitions. PHD ignores tags that are not for one of the currently defined interfaces (displayed by the PHDMAN SHOW SYSTEM or SHOW INTERFACE commands)
6. Store process parameters：Store process parameters control the behavior of the PHD_CONSTORE process. The PHDMAN SET command initializes these parameters as follows:
●PHDMAN> SET STORE:parameter_name value

Displayed via the PHDMAN SHOW SYSTEM command, parameter descriptions are as follows:
	ENABLE
	(D) - Enable (1) storing to active SCAN archive file.

	INTERVAL
	(D) - Storage interval (seconds).

	OFFSET
	(D) - Offset of storage interval to system clock (seconds).

	LOPRI
	(D) - Low process priority (Default while storing data to archives). Under VMS, the recommended value for this is 2. Under Windows NT, the recommended value is 7. Under UNIX, the setting of this value has little effect.

	HIPRI
	(D) - High process priority (Priority while idle or when data storage will not complete within specified interval). Under VMS, the recommended value for this is 4. Under Windows NT, the recommended value is 9. Under UNIX, the setting of this value has little effect.


7. Realtime data interface parameters：Interface parameters control the behavior of individual interfaces (System-wide RDI_xxx parameters apply to all interfaces). The PHDMAN SET command initializes these parameters as follows:
●PHDMAN> SET rdiname:parameter_name value

Where rdiname is a valid realtime data interface name.
8. PHD Monitor parameters：Monitor parameters control the behavior of the PHD monitor program (PHDMON). The SHOW MONITOR command displays parameters and all are dynamic. 相關的parameters整理如附件4。
PHD的System Control部分也有相當完善的考慮與設計，主要分成幾個部分：

System initialization and coldstart 

CUR section initialization
Real-time data interface control
RDI_Services Utility
System shutdown and save
System restore and warmstart
PHD對於所收集的資料也有其管理機制 ：

PHD uses a multiple file system for the storage of process data. These files, (referred to as archive files or archives) hold process data in a highly compressed form. Archive files have the following attributes:
●Each archive holds data for all tags for a particular time range.

● In addition to process data, each archive has an information record that specifies the time range of data within the archive, and the archive’s associated logical archive.

●Time ranges of archive files may overlap.
In order for the PHD system to use the data within an archive, it necessary to connect to the system using the PHDMAN CONNECT command. Connect commands are performed in the system coldstart procedure to connect existing archive files to the system. When performing the connect, PHD reads the information record in the archive in order to determine the time range of the archive file and its default associated logical archive. Once connected, any data requests for the time-range held by the archive file will access the file as needed.
(B).PI資料收集系統：關於PI系統之Advenced Computing Engine(ACE) 的應用與管理如下：
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設計如下圖所示：






2. 組成架構如下所示：

PI 的主要information 是存放於PI Module DB之中。

3. ACE components 主要有三大部分：

Wizard to develop ACE Modules in Visual Basic
Manager to monitor and modify properties of ACE Modules

Scheduler to control execution of ACE Modules
4. Wizard：主要透過VB add-in 方式建立。

5. Manager：主要工作在於進行以下任務

Monitor ACE Modules on PI Servers
Stop/start ACE Modules

Change scheduling information

Add contexts to ACE Modules

Copy ACE structural information from one PI server to another

6. Scheduler：主要工作在於進行以下任務
NT service
Clock scheduling
Period 

Offset
Natural scheduling
Triggering PI tags
Latency
Conditions programmed in ACE Modules
CPU resource constraint

7. New ACE 2.0 Features：新版之ACE 加入幾項新功能，如Performance Counters與Web Service等。

8. Performance Counters：主要具備以下諸多功能
Calculations executed
Aborted calculations

Calculations with errors
Skipped calculations
Calculations on queue

Last calculation timestamp
Time to complete last calculation 
(C). Redundant PI-Advanced Computing Engine (ACE) Servers的應用與管理：

一般資料系統常會面臨的風險為：Hardware Failure，

Software Failure，Site Disaster，
Natural Disaster等，為了資料的安全保存往往需要透過Redundant機制的建立來降低可能遇到的損失。

歸納Redundant可以達到的益處包括以下幾項：

Further Ensures Data is Available

Lowers the risk of Data Loss
Eases Server Maintenance
Reduces human errors in Production
有鑒於Redundant對於資料的重要性而建立了以下新的機制：

ISO PI Infrastructure主要內容包括：
Paired PI Data servers with PI ACE servers
Majority of data provided via EMS
PI-ACE Server also Provides Module Database
其架構圖示如下：

建議SERVER的常見規格如：


建立ISO Infrastructure 可以提供三大主要功能：
1st: Synchronizing PI Point Database
2nd: Synchronizing PI Module Database
3rd: Distributing the PI-ACE Executables
(1). Synchronizing PI Point Database
The PI point database must be identical on all Production PI servers

Could have achieved this by manual updates to all machines but decided to automate the synchronization to reduce human errors
Created VB Program to apply PI config files
Program runs on all servers, PDS distributes
(2). Synchronizing PI Module Database
The PI Module Database must also be identical on all Production PI servers

Again, could have achieved this by manual updates to all machines but decided to automate the synchronization
Created VB Program to auto-copy PI modules from PDS to other servers – used recursion!!!
(3). Distributing the PI-ACE Executables
Needed a way to easily distribute the PI-ACE executables from Development system
Added code to the PIAutoConfig program running on each server
進一步的的運用ACE clacs的優點為：
They can produce any result your Engineering team can dream up
Leverage the PI Module Database to apply 1 calculation to 100s of modules (units)
ACE can backfill calculation results in the case of server maintenance or
必須的建立程序如下：
1. Make a Master Data Tag to Drive your Calculations
(i)This tag indicates whether data is up-to-date or stale on the PI server

(ii)
If data not up-to-date then skip calculation

(iii)
When data is up-to-date then PI-ACE backfills calculation results
2. Steps to Backfill ACE Data
(1).Check current data flowing into PI Database via “Master Data Tag”
2.Set 
(2).calculation start time equal to last event written to output tag

(3).Set calculation end time as either:

(I).Current time

(II).Start time + 3 hours 

(4).Gather all data for defined time period

(5).Calculate results from data

(6).Write results to output tags
心得與建議：

(A).對於未來工場操作資料之擷取，HONEYWELL系統除了過去之CM50S介面再外掛主機系統的模式外，目前較佳的規劃為架構PHD模式，透過PHD除了操作資訊的取得與儲存外，尚可逾期上提供快速雙向資料得傳輸，較長時間的資料分析與追蹤，具有獨立且線上的資料庫定義，故可提供廣義地客製化的資料庫，收集所有HONEYWELL系統中可供讀取的各類參數資料。

(B).ACE系統有強大的工程與財會方面之計算能力，並能將計算結果回填入PI SERVER，於資訊傳輸與流通速度方面更快捷，對於公司內既有的PI系統在PERFORMANCE EQ.方面的更多需求上，可以有效地滿足，並降低PI系統的負載，建議未來在PI系統中可以採用ACE來提昇其效率。

附件1. PHD架構
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附件2. File extensions and locations
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附件3. Parameter descriptions
	DEF_ARCPRIO
	(P) - Default priority of newly defined logical archives.

	DEF_ARCRECSIZE
	(D) - Size of records in the archive files. Under VMS this value is onfigurable.

Under Windows NT and UNIX it is a permanent parameter.

	DEF_PRCSCAN

	(D) - Default calculation interval for phd_calcdata requests where no scansecs is specified.

	DEF_QMINUTE

	(C) - Number of minutes for which the data queues are to hold data. Determines the number of data queue entries required for a tag. Generally set at 3 times the store interval.

	DEF_OVERREADMN

	(D) - Time span used by PHD_GETDATA to search for data used for 
interpolation (minutes). PHD searches through the archives in increments of this value when searching for an endpoint for interpolation.

	DEF_PHDATAVAL

	(D) - Number of data value entries initially allocated for a new PHDATA structure.

	EDIT_MEMPROTECT
	(S) - 1 indicates protect PHD memory sections on completion of PHD data edit API functions.

	LOAD_MEMPROTECT
	(S) - 1 indicates protect PHD memory sections on completion of PHD loaddata API function.

	MAX_ARCFILEKB

	(D) - Threshold size of an active archive file determining when to close an archive file and to create new archive file. Actual archive file sizes may exceed this size by a small margin when closed.

	MAX_ARCHIVE

	(P) - Max number of connected archive files. This parameter is used for the sizing of control structures within PHD.

	MAX_ARCRECSIZE

	(S) - Maximum size of records for any archive to be connected to the system This parameter is used for the sizing of control structures within PHD. Under VMS this parameter is configurable. Under Windows NT and UNIX it is a permanent parameter.

	MAX_CLOCKDELTA

	(S) - Max time (seconds) that remote system clocks may differ from local system time for timestamping of data. Used by realtime data interfaces for checking of remote clock validity, and by the phd_putdata routine to validate timestamps.

	MAX_INPAHEADHR

	(D) - Max number of hours that a manual input timestamp may be ahead of the

current system clock.

	MAX_LARCHIVE
	(P) - Max number of logical archives.

	MAX_PARENT
	(P) - Max number of parent class tags for any tag.

	MAX_PRCFUNC

	(D) - Max number of functions definable in the PRC(Calc procedure) section.

Parameter takes effect when performing an INIT PROCEDURES command.

	MAX_PRCMODULE

	(D) - Max number of module definitions (TAG + FUNCTION) definable in the PRC (Calc procedure) section. This parameter takes effect when performing an INIT PROCEDURES command.

	MAX_PRCPOOLKB

	(D) - Size of Pool allocated for holding procedure definitions in the PRC (Calc

procedure) section. This parameter takes effect when performing an INIT

PROCEDURES command.

	MAX_RDI
	(P) - Max number of realtime data interface processes

	MAX_ROUTE
	(C) - Max number of destination tags for a single routing source tag.

	MAX_STOREDELTA

	(S) - Max time (minutes) between stored values for a scanned tag. Forces storage of tag data on a periodic basis regardless of compression

	MAX_TAGLEN
	(P) - Max length (chars) of a PHD tagname

	MAX_TAGNO

	(I) - Max possible tag number. This parameter should be set to be 10% greater than MAX_TAGS due to the deletion of tags.

	MAX_TAGS
	(I) - Max number of defined tags

	MAX_UNITLEN
	(P) - Max length (chars) of an engineering unit name.

	MAX_USEVALLEN
	(S) - Max length (bytes) of any data value in system

	MAX_VALLEN
	(P) - Max possible length of any value

	MIN_DQSIZE
	(C) - Minimum size of data queue in CUR section

	MIN_PRCTAGCACHE

	(D) - Minimum number of tags to cache data for during a virtual tag calculation. An increased parameter value may increase performance at the expense of memory usage, if nested tag calculations reference common tag data.

	MIN_RQSIZE
	(C) - Minimum size of raw queue in CUR section

	PUT_MEMPROTECT

	(S) - 1 indicates protect PHD memory sections on completion of PHD putdata API function

	PCT_POLLGROW
	(C) - Percent of extra growth room for the fixed current value database pool

	PCT_PRCGROW

	(D) - Percent of extra growth room for each procedure module subsequently loaded in the PRC section.

	PCT_RAWCONF

	(D) - Confidence multiplier for data read from raw queue. If data is required to be read from the raw queue for a getdata request, the confidence of the values is multiplied by this value and divided by 100.

	PCT_STATEQSIZE

	(C) - Percent of standard data queue size required for character tags and integer state tags

	TAG_ACTIVEWRITE

	(D) - 1 indicates interface which tag is configured on must be active for a put to succeed. If the interface is not active, puts fail with an RDI_RDIDOWN status. 0 indicates that the state of the interface has no effect on the put.

	TAG_AUDITLOG
	(D) - 1 indicates that puts are to be logged to the audit log. Default is 0.

	TAG_PUBLICREAD

	(D) - 1 indicates that any tags without specific roles authorized for reading, will be readable by any user. Default is 1.

	TAG_PUBLICWRITE

	(D) - 1 indicates that any tags without specific roles authorized for writing, will be writeable by any user with the appropriate PHD_PUTDATA or

PHD_MODDATA authorization. Default is 1.



附件4. PHD Monitor parameters
	PROCNAME
	The operating system process name. Required for PHDMON to monitor the process state

	HUNGTIME
	The number of seconds that the process is idle before it is considered to be in a hung state

	NOSCANTIME
	The number of seconds that the interface process does not scan for values before it is in a noscan state
IMPORTANT NOTE: If the interface is doing a history recover procedure, it is not scanning. Thus it is necessary to set this parameter large enough to cover the time during history recovery.

	HUNG
	The actions taken by PHDMON if the process is in a HUNG state. Valid actions are LOG, WARN, or RESTART. multiple actions may be specified comma separated, with no spaces

	GONE
	The actions to be taken by PHDMON if the process has disappeared abnormally. See HUNG description for valid actions.

	NOSCAN
	The actions to be taken by PHDMON if the interface process is not able to scan for a period of time (a NOSCAN state). See HUNG description for valid actions.
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