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Fgure LDAD Web Dissemination User Iriterfce with the slt screen islajz. The le side shows
0.50 radar reflectivity (note data tag identifying 50 dBz echo in El Paso County, Colorado). Right
side shows the relative humidity for Boulder County on 28 July 2000.

Bl w : 3t# FSL & JAVA #4545 & 69 Web-Base % 4 ° #1 QPESUMS % $A/ZH 4E ©
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WDSS/NG-WDSS System

Administration/Troubleshooting Tips

Sheet

(revised 11/13/00)

e Tape archive of Level I data on RIDDS e WSR-88D Messages on WDSS
° Tape' archive of Lev'el L data o RUDDS e Loading and viewing archived WDSS products
o tow .t? stop the Level Il archive e  Playback of archived Level II data
° Arclee of WDSS Prodl(lic.ts e  Basic WDSS software directory structure
*  Cloaning the B tape diives o  Basic WDSS/NG-WDSS Product File Name
e  How to start/terminate algorithms Structure
e  How to start radar data buffer monitor e How to run RADS on a PC
e How to stop/start Idm_ridds (LDM users only) e Basic WDSS/NG-WDSS file system checks
¢ How to determine whether you are receiving (Solaris 2)
Near-Storm Envxrom.nent NSE) data . e Unique /etc utilites for WDSS/NG-WDSS
e How to change algorithm adaptable parameters in e  How to shutdown and reboot a workstation
SSAP using ssa edlt, . . (RUDDS/RADS Solaris 1.x and Solaris 2.x
o How to change preciptiation algorithm adaptable systems)
parametets . e How to configure a workstation for a different
e  What to do if RADS crashes radar

e  Who to contact in the case of problems, questions
and comments

Tape archive of Level |l data on RIDDS

The WDSS is capable of archiving Level Il data which is accomplished at the RIDDS
machine. However, beginning with the Build 10 RPG, additional housekeeping data are not
archived by RIDDS since these data are not transmitted to the RPG. Instead, these
additional data are archived by the NWS Level |l archive devices.
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To start the Level |l archive:

1.

nh LN

Label a new 8mm tape: "KXXX-A2-MMDDYY"

KXXX = 4-letter radar ID

MM = Month

DD = Day

YY = Year

A2 indicates that the tape contains Archive Level II (2) data

Insert the 8mm tape into RIDDS tape drive.

In an open window (xterm or command tool) type "cd /nexrad” and press the "Enter" key.
Type "start_archive" and press the "Enter"” key.

Enter the tape label name, KXXX-A2-MMDDYYY, when prompted where

KXXX = 4-letter radar ID

MM = Month

DD = Day

YY = Year

A2 indicates that the tape contains Level II data

Press the "Enter" key and the tape archive process begins. If the archive process begins in
the middle of volume scan then data will be written to tape at the beginning of the next
volume scan.

REMEMBER: The Level Il archive tape must be changed/removed DAILY at or before the
volume scan reset time. The volume scan reset time for Amarillo is 1600 UTC. An 8mm
tape must be in the RUDDS tape drive no later than 1545 UTC.

return to top

Tape archive of Level |l data on RUDDS

Some WDSS/NG-WDSS sites are capable of archiving Level 1l data via the RUDDS or
algorithm machine. If Level Il archive is desired, follow the same procedure as

aforementioned for RIDDS (Tape archive of Level Il data on RIDDS). However, in step 4,

type "tape_lI" instead of "start_archive".

return to top

How to stop the Level Il archive
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Type Ctrl-C twice in the window where the tape archive process is running. This will
immediately terminate the tape archive process, write a double end-of-file on the tape,
rewind and eject the tape. The archive can then begin anew (See "To start the Level Il

archive"). Be sure and "pop" the red tab on the tape to avoid accidentally overwriting any of
the data.

return to top

Archive of WDSS Products

The WDSS product archive is accomplished automatically once per day at the time that the
volume scan reset occurs on the WDSS (check with the WDSS focal point for this time). As
long as an 8mm tape is in the tape drive prior to the time of product archive the products
from the previous 24 hours (all of the product files reside in /mnt/wdss/archive) will be
archived to tape. Otherwise, the entire product data set will be overwritten and lost. On a
daily basis, it is up to the NWSFO staff to determine whether products should be archived.

In a similar fashion as the Level ii archive, to archive WDSS products:

1. Label a new 8mm tape: AKXXX-PD-MMDDYY"

KXXX = 4-letter radar ID

MM = Month

DD = Day

YY = Year

PD indicates that the tape contains WDSS ProDucts data

Insert the 8mm tape into the RUDDS tape drive prior to the volume scan reset time.

When the archive process is finished, eject the tape (unless the tape is ejected automatically)
by pressing the button to the left of the tape slot on the front of the tape drive, and "pop" the
red tab on the tape to avoid accidentally writing over any of the data.

haliad

return to top

Cleaning the 8mm tape drives

Periodic cleaning of the tape drives is recommended for consistent and trouble free 8mm
tape processing. The tape drives are designed to indicate to the user when cleaning is
mandatory. Mandatory tape cleaning is indicated when BOTH the orange and green lights
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on the front of the tape drive blink in unison. Although there is no need to terminate a tape
archive process if tape drive cleaning is indicated, be sure to clean the drive when the tape
is finished being written.

SPECIAL NOTES:

If a new 8mm tape is inserted into the tape drive without cleaning the tape drive, the tape
may get stuck.

Solaris 2.x systems will display numerous messages in the Console window in addition to
the flashing tape drive lights when the drive needs cleaing.

return to top

How to start/terminate algorithms

All of the algorithms reside and are run on the RUDDS machine generally located in the
equipment room. Algorithm processes include: SSAP which includes the Storm Cell
Identification and Tracking algorithm, Tornado Detection Algorithm, Mesocyclone Detection
Algorithm, Hail Detection Algorithm, and Damaging Downburst Prediction and Detection
Algorithm; BWER Detection, Vertical Wind Profile (VWP), Precipitation, and Velocity
Dealiasing Algorithm. In addition, radar data images are created by a process called Hires.
All of these processes are viewable in separate windows on the RUDDS machine.
Therefore, all algorithm processes can be monitored to determine whether they are running

and operating properly.
To start the algorithms:

Invoke the workspace menu by pressing and holding the right mouse button and select
"WDSS Start All Algs". '

To terminate the algorithms:

Type Ctrl-C in any/all of the windows where each algorithm is running.

return to top

How to start radar data buffer monitor
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The WDSS RUDDS and RADS are equipped with two utilities to monitor whether the base
data are being received and processed. These two processes are called E_BUF and
R_BUF. The R_BUF utility will display the raw (i.e. unprocessed) data that has been
received while the E_BUF utility will display information regarding the data that has been
received and post-processed with the velocity dealiasing algorithm. These two monitor
utilities may be invoked from the workspace menu and selecting "Start E_BUF" and/or
"Start R_BUF". A separate window will appear for each process. Each will display the
current antenna dish azimuth, elevation, time, VCP and whether a connection is
established.

return to top

How to stop/start Idm_ridds (LDM users only)

The Idm_ridds process is used to receive the LDM/compressed radar data and to provide
the data to the algorithms via the circular buffer. If the algorithms are running but not
processing the data then the Idm_ridds should be checked to make sure it is running by
checking whether the "WDSS LDM RIDDS" window is displayed on the RUDDS machine. If

not, then the Idm_ridds process has terminated.

To stop the Idm_ridds process:

Type Ctrl-C in the "WDSS LDM RIDDS" window on the RUDDS machine.
To start the ldm_ridds process:

Go to the CONSOLE window and enter the following:
cd ~wdss/alg/ldm_ridds
start_ldm_ridds x &

return to top

How to determine whether you are receiving Near-Storm Environment (NSE)
data

To determine whether the nse.file file is current:
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cd /mnt/wdss/data/ssap.
Is -Is nse.file (Note the time and date stamp on nse.file. It should be less than an

hour old.)
All processing of data for creation of the NSE file for the NSSL algorithms is accomplished
at NSSL. No NSE data processing is accomplished at the individual WDSS/NG-WDSS
sites. The RUC-Il data are retrieved from SPC and then processed locally at NSSL. The
NSE output file, nse.file, is then ftp-ed to each WDSS site every hour.
If the NSE data file is old (typically more than twelve hours) then a window will pop-up on
the RADS (display) machine warning you of the fact. Click the CLOSE button on the
window and contact NSSL if the warning persists. Note that NSSL does experience RUC-II
data outages and NSE data may not be available for a period of time. We will attempt to
inform you of any outages that we are aware of ahead of time. If a persistent NSE outage
occurs, then it will be necessary to manually change the adaptable parameters associated
with the Hail Detection Algorithm. These parameters include HO (height of melting level
above radar level) and H20 (height of -20° C level above radar level). See next section on
how to change these and other select algorithm site adaptable parameters using the utility

called ssapedit.
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How to change algorithm adaptable parameters in SSAP using ssapedit

The WDSS RUDDS workstation is equipped with a utility to change a limited number of
algorithm adaptable parameters. Historically, adaptable parameter changes were
accomplished using the vi file editor, but this method can lead to errors due to incorrect key
strokes. The program "ssapedit” has been developed to allow modifications to certain
algorithm adaptable parameters in the "ssaparm.dat” file. The user can use "ssapedit" to
view anything set in "ssaparm.dat”. "Ssapedit” is a script that calls the real program
"ssapedit.x". Please use the script, and not the real program.

Program "ssapedit” can be found in ~wdss/alg/ssap on the RUDDS machine. To run the

program, do one of the following:

e cd ~wdss/alg/ssap
o ssapedit ...

or
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e ~wdss/alg/ssap/ssapedit ...

The syntax for viewing/editing the adaptable parameters is as follows:

ssapedit List what the user can edit
ssapedit help List what the user can edit
ssapedit h0 Print out the current value of "HO"

ssapedit radar name ktlx ~ Set "RADAR NAME" to "KTLX"

Note that "ssapedit" automatically converts lowercase characters to uppercase.
By design, the user can't edit everything in ssaparm.dat. "Ssapedit” will complain if the user
tries to edit something they don't have permission to edit. Variables using parentheses can
not be changed at this time. However, the value of these variables in ssaparm.dat can be
shown. For example, typing the following:

ssapedit "tda_dv_thresh(1)"
will display the current value of tda_dv_thresh(1). Be sure to place the parenthetic variables
within quotes. Otherwise, cryptic yet harmless error messages will occur.
The program will complain if the user provides the wrong type of data. For example,
'ssapedit run_nse 1' will produce an error message because "RUN_NSE" needs "T/F" ("t/f").
The software will convert integers to real numbers ("80" becomes "80.") automatically.
Entering a real number where an integer is expected is an error.
The parameters which are editable at this time are as follows (if there are numbers
following any parameter, they correspond to either min value, max value or min value, max

value, missing value):

RUN_NSE

SCIT_DEF_DIR 1. |360.
SCIT_DEF_SPD 0. |7s.
HO 0. |10.
H20 0. |12
DD_700 0. |100.0
NSE_TYPE_DDPDA
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RUN_LTG

RUN_SCIT

RUN_HDA

RUN_MDA

RUN_TDA

RUN_DWA

RADAR_NAME

SCIT _MAX_DISP_RANGE |0. |460.

I SORT _RANK_CIRC 1 |3
SORT _RANK_WIND 2 |3
SORT RANK_HAIL 3 3
TDA_GTG_THR 5. |30.

TDA_PLOT_TVS_ONLY

ALARM ON

ALARM_SCIT DT 300. | 21600. | 99999.
ALARM_MDA D 300. | 21600. | 99999.
' ALARM_TDA_D 300. | 21600. | 99999.
ALARM MAXZ R |20. |75. | 99999.
ALARM_HTMAXZ R 1. |12, ]-99999.
ALARM VIL R 0. [120. {99999.
ALARM_TOP R 0. [12.  ]99999.
ALARM TLTG R 0. |100. |99999.
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ALARM_HTMASS R 0. [12. |-99999.
ALARM _POSH_R 0. |100. ]999.
ALARM _POSH 0. |100. |999.

Finally, be sure that the radar_name, run_nse and run_lItg (if applicable) parameters are set
properly within ssaparm.dat when new SSAP software is installed. You will be instructed on
how to install updated software such as the SSAP, VIL, VWP, etc. In the event that new
software is to be installed, have no fear. The installation is nothing more than a one line

command.
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How to change precipitation algorithm adaptable parameters

The precipitation algorithm parameters are contained in /mnt/wdss/alg/precip/pps.input.
Changes to the pps.input file are accomplished using the vi editor and simply replacing
parameter values with new ones. The parameters most often modified include the Z-R
multiplicative coefficient and the Z-R power coefficient where "Z-R" refers to the Z-R
relationship describing the relationship between radar reflectivity (Z) and rainfall rate (R).

This relationship is of the form:
R =300Z'*

where 300 is the multiplicative coefficient (CZM) and 1.4 is the power coefficient (CZP).
return to top

What to do if RADS crashes

1. Try starting RADS again from the workspace menu. Repeat two or three more times.
2. On the RUDDS workstation type the following:

killname nxserv

Note: Some sites run RUDDS and RADS on the same machine, so issue this

command on the display workstation.

3. On the RADS machine type the following:

killname nxdisp
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4. Restart RADS on the display workstation from the workspace menu by pressing and holding
the right mouse button and selecting "Start RADS".

If RADS does not start up, then go to the Console window and report any efror messages to
your NSSL point-of-contact and the NSSL system maintenance personnel (See NSSL
personnel contacts at the end of this document).
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WSR-88D Messages on WDSS

WSR-88D status messages are received and displayed to WDSS users. Such messages
as:

KTLX will be down for maintenance until 21z
are made available for users on RADS workstations. Message are displayed for the radar(s)

that are being processed on the RUDDS workstation. Furthermore, the messages are to
the RADS (display) workstation.

When run on the RADS (Suns only, not applicable to HPs) workstation, the algorithm will
display recently accumulated 88D messages as well as all new messages. If the WDSS
site has more than one RUDDS workstation, 88D messages collected by all RUDDS
workstations will be displayed.

To start the message process (algorithm), select "WDSS MSG" from the workstation menu.
A separate window devoted to WSR-88D messages will appear.

A message test program is included. To send a test message:

cd ~wdss/alg/msg
test_msg some_messages

such as:
test_msg This is a test
Quotes are not needed. This command can be run from a RUDDS or RADS workstation.

The test message should appear in the window that runs the message software on the
RADS workstation.
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Loading and viewing archived WDSS products
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Once WDSS products are archived, they can be viewed on the WDSS at any time. This is

the procedure:

1. Make sure that there is ample space to handle the volume of product files.
2. On the RUDDS (algorithm) machine, change directory to the WDSS home directory:

cd /mnt/wdss

3. To create a directory for the WDSS products and go to that directory, type:

mkdir directory_demo
cd directory_demo

4. Retrieve the product files from tape (this process may take several minutes to complete):

For Solaris 2 systems, type:  tar xvf/dev/rmt/Obn .
Or
tar xvf /dev/rmt/1bn .

Note the space and period at the end.

For Solaris 1 systems, type:  tar xvf/dev/nrst5 .
Or
tar xvf /dev/nrst6 .

NOTE: DO NOT FORGET the trailing period, "."

5. To start RADS (display):

/mnt/wdss/alg/ndrex/RADS /mnt/wdss/directory_name/ 13476
RUDDS_machine_name
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Playback of archived Level Il data

The WDSS is capable of operating in a playback mode using archived Level |l data. This is
a useful feature for the purposes of training and post mortem analysis. However, if the
products were also captured, the product archive may also be used in a similar fashion
using either WATADS or downloading the products tape onto the WDSS. The playback
instructions are as follows:

When playback of Level-ll data is being executed, no real-time products will be created and

thus viewing real-time data will be impossible with RADS.
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1. Insert a Level-II tape into the RUDDS (algorithm workstation) tape drive.

2. Stop all the algorithms on the RUDDS machine (typing Ctrl-C in each algorithm window)
Also, double click on "quit" in E_BUF, R_BUFF status windows and the XCDEdit window.

3. Change directory

cd /mnt/wdss/display

4. If there is product data from the previous 24 hours that you wish to save, follow the product
archiving instructions provided. In a window (xterm or cmdtool), type

clean_data (Note: this could take quite a while)
This command removes ALL product data files from the /mnt/wdss/display directory.

5. Go to the CONSOLE window (usually in the upper left corner of the virtual desktop
window). Type:

playback (DO NOT USE '&' TO PLACE JOB IN THE BACKGROUND)

This will start reading the data from the Level-li tape and will appear to the

algorithms as if it were live data.

If you want to playback starting at an interior volume scan, type the following:
playback -v n ('n' is the number of volume scans (files) to skip)

If you are running a Solaris 2 WDSS you must specify the tape device that is being

used:

playback -d tape_drive (tape_drive is either /rmt/dev/0Obn or /rmt/dev/1bn on Solaris
2 systems. Check with your NSSL point-of-contact to determine whether your
workstation is Solaris 1 or Solaris 2)

6. Start all of the algorithms using the "right-mouse" menu option "Start ALL WDSS

Algorithms"

The playback data can now be viewed in RADS on any workstation at this point.

After the playback session is complete, type Ctrl-C in the CONSOLE window to stop the

playback process. The real-time data will begin to be ingested into the RUDDS box and the

algorithms will begin processing the real-time data at the beginning of the next volume scan.

Also, if the end of the tape is reached, the switchover to real-time data will occur

automatically.

9. Ttis a good idea to run the "clean data" command so that the /mnt/wdss/display directory is
cleaned and won't contain both old and real-time products.

®© N
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Basic WDSS software directory structure

All algorithm software binaries are kept in ~software/alg. However, each of the most
recently installed algorithms are symbolically linked to /mnt/wdss/alg which is owned by
"wdss". For example, /mnt/wdss/alg/ssap (the NSSL severe weather prediction/detection
algorithms) is symbolically linked ~software/alg/ssap3.9. Therefore, if a directory is
changed to /mnt/alg/ssap then in reality the directory change is directed to
~software/alg/ssap3.9. A reason for using the symbolic link from "wdss" to "software" is in
the case where the most recent version of software is discovered to have a serious bug or if
an input data file is corrupted. In this case, the previous version of the software may be
installed or a fresh copy of the input data file may be obtained. Typically, more than one
version of the same algorithm is available especially for sites that are more than a year old.
If changes to input data files (e.g. ssaparm.dat) are necessary then the changes should be
made in /mnt/wdss/data/[algorithm]. For exampie, any changes to the ssaparm.dat file
should be made in /mnt/wdss/data/ssap. The original input files, using the ssap example,
are contained in ~software/alg/ssap. The original files are available for copying in the event
that the file located in /mnt/wdss/data/ssap is corrupted, accidentally deleted, etc. Any
ASCII text output for diagnosing problems/bugs in the algorithms are also written to
/mnt/wdss/data/ssap, again using ssap as the example. For those sites that archive display
products the text files are also archived and refreshed. The log files for the Mosaic
algorithm (mosaic_log) and the CWA table algorithm (cwa_log) are currently refreshed
manually by renaming the log files, compressing them and saving them for future reference.
The CWA and Mosaic log files are physically located in /mnt/wdss/data/cwa and
/mnt/wdss/data/mosaic, respectively. However, the log files are symbolically linked in
/mnt/software/alg to the appropriate installed version of each algorithm.

Product files are written and made available for displéy in /mnt/wdss/display. It is from the
/mnt/wdss/display that the NG-WDSS display retrieves any available products. A cron job is
used to migrate all files more than 4 or 6 hours old, from the time the migration process is
invoked, to the archive directory, /mnt/wdss/archive. File migration age can be determined
by typing "crontab -I" at the prompt on the algorithm workstation. A process called dclean
physicaily located in /mnt/wdss/bin is invoked at 0 and 30 minutes after each hour. The

number following "-mig" in the dclean cron command line specifies the age in minutes that
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the display files must reach or exceed to be migrated to the archive directory. For example,

the dclean cron job command line looks like:
0,30 * * * * /mnt/wdss/bin/dclean -mig 240 >/dev/console 2>&1

If six hours of products are desired to remain in the display directory then specify 360 rather
than 240 in the cron job command. This change can be made by simply typing "crontab -e"
which will place the user within the crontab file in the vi editor. Substitute "360" for "240".

If product archiving is desired then any remaining product files in /mnt/wdss/display are
migrated to the archive directory at the volume scan reset time regardless of their age
(check /nexrad/nexrad.cfg on RIDDS to determine the volume scan reset time). After all
remaining files have been migrated to the archive directory, tape archive of the product files
commences. Therefore, at the volume scan reset time the RADS display must be manually
reset to volume scan 1 and all previous images will be unavailable.
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Basic WDSS/NG-WDSS Product File Name Structure

With the exception of the CWA table data files, the product file names begin with "NX". The

CWA table data files have a .ctab file extension and use a date and time file nomenclature:
YYMMDDHHMM.ctab

YY = Year
MM = Month
DD = Day
HH = Hour
MM = Minute

The nomenclature for the "NX" product file names is as follows:
NXfile typeVS.SWP

where VS and SWP denote the volume scan number and sweep valid for the product file.
The file_type denotes whether the file contains image or algorithm information. Here is a list
of file_types and their definitions:

imgh image header file

veli velocity image

dbzi reflectivity image
spwi spectrum width image
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cmpi composite reflectivity image

scit SCIT display output

scitxs SCIT time-height cross-sections
hailt HDA parameter trends

cmpo Cell table information

meso MDA display output

mesot MDA parameter trends

mesxs MDA time-height cross-sections

mosaic_2km Reflectivity mosaic image (Time [HHMMSS] used for file extension)

pepli One-hour precipitation accum. image
pcp3i Three-hour precipitation accum. image
pepti Storm-total precipitation accum. image
tdat TDA parameter trends

td1

tvs TDA display overlays

vadi VAD (VWP) image

vili VIL image

warn Warning threshold information

The algorithms contained within SSAP (SCIT, HDA, MDA, TDA, DDPDA) also produce
ASCII text output files. These files are contained in /mnt/wdss/data/ssap. All of these files
are named "fort" with a 2-digit extension (e.g. fort.31). The "tens"” digit denotes the

particular algorithm from which the output are derived:
1=SCIT
2 =HDA
3=MDA
4=TDA

and the "unit” digit denotes the type of algorithm output contained within the file:
1 = 1D output (radial/azimuthal features)
2 =2D output (two-dimensional storm/vortex components)
3 =3D output (volumetric storms/vortices)
4 = 4D output (time association)

Important algorithm input data files include:

/mnt/wdss/alg/ssap/ssaparm.dat: Adaptable parameter thresholds for the SSAP package
which includes SCIT, HDA, MDA, TDA, and DDPDA
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/mnt/wdss/alg/ssap/radarinfo.dat: Table consisting of Lat/Lon and height MSL (m) of
WSR-88D radars
/mnt/wdss/data/precip/pps.input: Precipitation Accumulation Algorithm adaptable
parameters
/mnt/wdss/data/mosaic/mosaic_config.dat: Adaptable parameters for Mosaic
algorithm
If there is a problem invoking products from the display it is important to check whether any
display product files exist in the directory /mnt/wdss/display on the algorithm machine
(RUDDS). If "99:99" is displayed in the RADS control panel for the volume scan time or the
sweep number, then check to make sure that the product files exist.
If RADS has crashed and you repeatedly get a network bind call error then it may be that
the previous server process has not yet terminated. Usually, the RADS Control Panel will
display after three or four tries. However, if the display refuses to start then it is possible
that a server or display process is lingering around and these processes must be manually
terminated.
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How to run RADS on a PC

On the PC, type "xhost +rudds_workstation", or the equivalent command for the PC. The
"xhost" command is used to give other workstations permission to display on the local X
system.

The "rudds_workstation" is the name of the machine running the algorithms. Typically, the

name ends in "2", such as "nwsftw2". The exceptions are:

Denver Use "sunburn".
GTRI "Pcwdss] and "pcwdss3" are also valid.
Norman Use "nwsounl”.

Pittsburgh Use "nwspbz1".
Salt Lake City Use "wind".
Tulsa Use "inx-tsa" and "srx-tsa".

An example would be:
xhost +lion
Sites may need to use fully qualified domain names or ip addresses on the "xhost" (or

equivalent) command, depending on how the PC end is configured. For example:
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xhost +lion.nssl.noaa.gov
Users should now log into the Sun RUDDS workstation using the "wdss" account. Type:
setenv DISPLAY PC_workstation_name:0.0

For example:
setenv DISPLAY wizard.nssl.noaa.gov:0.0

Next, type "xterm". If an "xterm" window comes up, then everything should work. Type "exit"
in the "xterm" window.
Some systems, especially Solaris 1.x RUDDS systems may come up with the message

Xt error: Can't open display:
or something similar. To correct this, repeat the "setenv DISPLAY", except use the PC ip
address instead of the workstation name, as in:

setenv DISPLAY 129.15.67.31:0.0
Repeat the "xterm"” test.

If the "xterm" test works, then do the following:

cd ~wdss/alg/rads
rtrads

RADS should now start up.
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Basic WDSS/NG-WDSS file system checks (Solaris 2)

It is advisable to perform periodic (at least once per week) file system checking. This can be

accomplished by typing:
df -k (just 'df for Solaris 1.x systems)
Disk file systems of particular interest include /var, /tmp and /mnt and the percent capacity

should be noted. If any disk partition approaches or exceeds 80% then closer inspection of
the file system is in order to determine whether some files should be removed.

Recall that NG-WDSS software and NG-WDSS products are stored on /mnt which
occupies the majority of hard drive space. Typically, /mnt is not in danger of reaching full
capacity. However, the same can not be said for /var and /tmp which occupy far lesser
amounts of hard drive space. Of particular note are the system security files which are
contained in /var/audit. If not monitored closely, these security files can "fill up" the /var file
system. Any files which do not contain the character string "not_terminated" may be deleted.
However, these files may only be deleted with root access. Please contact NSSL if it
appears that the security files are occupying too much space. Finally, note that gif image
files of the WDSS/NG-WDSS animation frames can be saved. Each frame is saved
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individually as both a gif and ppm file in /tmp. These files should be removed from /tmp or
moved to either local (e.g. /mnt) or remote disk space.
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Unique /etc utilities for WDSS/NG-WDSS

Solaris 2.X

/etc/inittab is replaced by our own. This contains the necessary information to allow the
window system to come up.

/etc/rc.wdss: called by /etc/inittab to handle the actual login.

/etc/auto_master: add access to /etc/auto_wdss.

/etc/auto_wdss: handle automounter mount points for CWA, Mosaic and AMBER. Each site
has their own unique file.

letc/system: increase shmsys:shminfo_shmmax above default, required by RIDDS client
software (large circular buffers).

/etc/init.d/S91ridds, /etc/rc3.d/S91ridds: start up RIDDS client software and clean up lock
files.

Solaris 1.X

/etc/re.local: modified to call /etc/rc.wdss.

/etc/rc.wdss (same name and function, but not the same file as the Solaris 2.X version):
start up window system with WDSS logged in.
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How to shutdown and reboot a workstation (RUDDS/RADS Solaris 1.x and 2.x
systems)

NOTE: SHUTTING DOWN A WORKSTATION IS A LAST RESORT OPTION. PLEASE
CONTACT NSSL IN THE EVENT OF PROBLEMS. IN A DESPERATE SITUATION AND
IN THE CASE THAT NSSL CANNOT BE REACHED THEN FOLLOW THESE
INSTRUCTIONS.

It is sometimes necessary to shutdown a workstation in the event of an unrecoverable
software/hardware error, fear of a power surge or just to relocate the workstation. To

shutdown a workstation running Solaris 2 type:
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/server/local/etc/shut

For Solaris 1 type:
/etc/shutdown -h now
The workstation will be halted immediately, all algorithm/display processes will be

terminated and the "ok" prompt will appear. Once the "ok" prompt appears the workstation
may be rebooted at any time by simply typing "boot". If the algorithm machine (RUDDS) is
rebooted then the window manager (openwindows) will appear and all algorithms will be
started.

To shutdown/reboot the RIDDS workstation please refer to the RIDDS Operator's Guide.
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How to configure a workstation for a different radar

1. Terminate all algorithms by typing Ctrl-C in all the algorithm windows.
2. Change the radar name in ~wdss/.radar
3. Type: ~wdss/alg/ssap/ssapedit radar name new_name

Note to sites running CWA and Mosaic: CWA and Mosaic may not function properly after
reconfiguring a machine to a different radar. Root access may be required to make the

necessary changes, due to the need to change mount points.
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Who to contact in the case of problems, questions and comments

The following list of people should be contacted in the order they are listed here.

Karen Cooper (WDSS/WDSS-II System Administrator)
405-366-0435 or 405-834-8559 (nationwide cell phone)
Kcooper@nssl.noaa.gov

Mark Benner (WDSS/RIDDS Hardware)
405-366-0520 or 405-203-2844 (nationwide cell phone)
mbenner@nssl.noaa.gov
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The information on this page was last updated on November 13, 2000.

Comments and questions about the content of this page should be directed to Karen Cooper at
Karen.Cooper@nssl.noaa.gov

Comments and questions about the WR&D webpages may be sent to the WR&D Division Webmaster at

wrdweb@nssl.noaa.gov.
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FX-Connect (FXC): A Java-Based Collaborative Working Environment for

FX-Advanced

By U. Herbert Grote

Since 1980 FSL has been investigating and prototyping advanced architectures for meteorological
forecast workstations. Over half a dozen systems have been developed, ranging from a single
workstation to many workstations clustered around a server.

A recent project involves the FX-Connect (FXC) system, which explores distributing the
workstation and server functions over different remote locations. A unique feature of FXC is that it
can accommodate the interaction of forecasters located at different locations through a graphical
user interface, and even allows some degree of interaction between FXC and an FX-Advanced
(AWIPS-like) workstation. (The concept of remote interaction is demonstrated in Figure 1.)

Technologies evolving over the last few years offer opportunities for exploring new architectures.
For example, with the continuing evolution of higher bandwidth communications over the Internet
and other wide-area networks, it is now feasible for systems to be distributed over large
geographical domains. Also, new software technologies such as Java's Remote Method Invocation
(RMI) and the Common Object Request Broker Architecture (CORBA) allow powerful interaction
between heterogeneous computer systems. Java's RMI and object serialization, in particular, make
tight interaction between remote systems relatively simple.

The objective of the FXC exploratory development is to investigate new software architectures that
involve distributed objects, new workstation capabilities, and promising hardware technology.
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Figure 1. The concept of the FX-Connect system demonstrated here shows loading

displays and annotating them simultaneously on machines at two different locations.

Architecture

System Topography — The test bed for the development of FXC is illustrated in Figure 2. It consists
of two FX-Advanced configurations, each running a different "localization," an FXC display system,
and a separate machine that serves as an additional source of data and processing. Each
FX-Advanced localization comprises a complete set of static and real-time data for a specific
Weather Forecast Office (WFO) graphical location. The FXC display system is the principal Java
component that can access datasets from either of the two FX-Advanced configurations and merge
them with data from another independent machine. The display system can also control the
exchange of data with the FX-Advanced displays so that users can collaborate on a particular task.
The display communicates with the other components by either the Ethernet or a switched phone
line.

FX-Advanced FX-Advanced

S O Qg

DS WS ws DS
Computer Computer Computer Computer

l | 1 [

Localization "A" Localization "B”

Computer

O @ Other
Database

Figure 2. Test configuration of the FX-C System.
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The FXC Java code is distributed over all computers in the system except the data servers. The code
currently runs on Hewlett-Packard DS and WS computers, a Silicon Graphics data server, and a
Pentium FXC machine. Only the software that interfaces directly to the FX-Advanced is not
portable. A design decision was made early on to use Java's RMI to invoke methods of a remote
object. This allows a remote object to be easily relocated to a different host by simply changing the
RMI binding. It also makes the location of the object immaterial to a "client" choosing to invoke
methods of the object.

Characteristics — The FXC display software performs most of the rudimentary functions of
meteorological workstations, including image and graphic display, graphic overlays, animation,
zoom, pan (translate), color change, and reading of the cursor, as well as special interactive
graphical functions such as drawing, QC editing, and specifying baselines and points. The user
interface is patterned after the FX-Advanced to make operation of FXC relatively easy for an
experienced FX-Advanced user. This is especially needed since the FXC display can be started as a
stand-alone program or as an FX-Advanced application. The functionality of the FXC display is
identical regardless of how it is started.

The FXC supports basic collaboration between an FX-Advanced workstation and an FXC display.
Since only existing interfaces were used and no enhancements were made to the FX-Advanced
software to support collaboration, not all features available on the FXC display system are also
available on the FX-Advanced. Hence, both system users can specify baselines and load products,
but drawing can be initiated only by the FXC user. Annotation occurs concurrently on the local
screen as well as the remote FX-Advanced screen. The FX-Advanced will receive minor
modifications to support more efficient and symmetric collaboration. The recent addition of sound
allows the FXC and FX-Advanced users to communicate verbally.

Since the FXC display system may not have a database of its own, it receives most of its displays
from external sources. Almost all of the images and graphics available on an FX-Advanced can be
requested and displayed on the FXC. The graphics and images reflect the geographic position and
area of the FX-Advanced localization. In principle, a user could connect to any FX-Advanced
system in the country that is reachable over an Internet or dial-up phone line and access its synoptic
and local products. The FXC supports compression techniques such as run-length encoding, GIF,
and selective data elimination for phone line use. If desired, users can collaborate with the selected
remote system.

In addition to the images and graphics available from the FX-Advanced, the FXC can obtain
displays from other systems. The selected FX-Advanced will always establish the geographic
localization for the FXC. Graphics from another machine are generated in latitude and longitude
coordinates by FXC software, and are readily overlayed on an FX-Advanced-generated display. If
no FX-Advanced is selected as a remote host, then a default geographic localization is used by the
FXC.

Using the Java language, we can develop interactive applications to reside totally or partially on a
remote host. For example, the FXC quality control editor and time-series plot use RMI with object
serialization to access netCDF data on a separate processor.

The FX-Advanced software currently used for testing is the same as that used by the AWIPS Build
4.2.

Forecast Applications and Uses
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The many potential operational applications listed below are being explored concurrently with the
development of the FXC system:

o Assisting Another WFO — With FXC's potential to access almost the entire database of
another WFO over the AWIPS wide area network, an adjacent office could assist a WFO in a
severe weather situation.

o Weather Briefings Between WFOs — It would be possible for one forecaster (or more) in one
office to collaborate with a colleague in a remote forecast office. Displays can be
concurrently loaded and annotated in the two separate offices.

e Privileged User Connection to a WFO Database — A privileged user, such as an emergency
manager, could interact with a WFO forecaster during an emergency weather situation.

e Classroom Training — From the office, an instructor could interact with a student, for
instance, to point out specific features in a meteorological display. Voice communications
may need to be added to effectively communicate a concept.

o Field Experiments — A user in the field could communicate and interact with the home base
using a laptop computer and a mobile phone.

e Forecast Product Development — Two forecasters could collaborate on creating a new
forecast product.

e Research and Development — Since FXC is able to merge data from different locations, a
forecaster could overlay displays from experimental models or data sources available at
remote locations with FX-Advanced data displays. (Some development work is needed in
order to merge new data displays.)

System Software

The FXC software is a Java application that is distributed over several machines. Because the FXC
is an application and not an applet, the software runs without a network browser and has fewer
restrictions on using system resources, such as memory, disk, and the network. The FXC software is
briefly described below by listing the function(s) of the major components (called classes) and the
interactive tools.

Major Components — The FXC comprises five classes of particular interest (Figure 3):

o FXStudio — This is the first object to be instantiated when starting the FXC, and it also
instantiates other objects as needed to satisfy user requests. FXStudio contains the data
structures and methods for the menu bar.

e Manager — This class receives messages from the FXStudio and obtains "depictable" objects
and manages depictables. The Manager contains information on what remote host is
connected and establishes RMI connections.

e Display — This class manages the information displayed in an FXC window. The Display
also instantiates other objects such as the image and the graphics brush which paints
depictables to the window and provides animation and labeling of displays.

e Browser — This class displays a volume browser menu (similar to FX-Advanced) and
manages the state of the browser. Product selections by the user invoke methods in the
Manager object.

¢ DepictableServer — This class acquires one or more depictables from an FX-Advanced
interactive graphic capability (IGC). The DepictableServer contains methods that specify the
number of frames, frame position, and the specific meteorological product to be loaded or
unloaded by the IGC. It is one of the classes that has an RMI interface to make its methods
available locally or remotely. The DepictableServer uses a DataGenerator object to make the
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connection with a Tcl/Tk script, which actually controls the IGC. It works asynchronously
so that individual frames can be made available while the remaining frames are being
received.

Display

Generalors

Figure 3. The schematic above shows the mafor components (classes) of FX-Connect.

Interactive Tools — Interactive tools implement an abstract class that defines the common and
mandatory methods for an interactive tool. One of these methods allows the tool to redraw itself
when a change is made to the data. Other methods for handling requests allow the user to edit the
graphic or to deactivate (hide) the object. In addition to these common methods, each tool
implements methods that are specific to the tool.

The tools listed here briefly describe the existing interactive capabilities available on the FXC:

e Baseline and Points — These tools allow a line, or point, to be drawn on the screen to
identify where a vertical cross section or other operation on a gridded dataset is to be
performed. Modifications of the baseline or point can be reflected almost instantaneously on
a remote user screen.

e Drawing — This tool enables the user to draw weather symbols, fronts, arbitrary lines and
text to the screen, and then save them as a product (Figure 4). The Drawing tool also allows
a remote screen to be updated almost simultaneously.

o Quality Control Editor — The user can display observational data in different colors to reflect
the quality of the data. By overlaying these on other graphics, the user can evaluate the QC
algorithm and manually change the QC flag of data that are believed to be in error. A
time-series plot can be drawn to assess the temporal consistency or past performance of the
sensor (Figure 5).
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Figure 4, above. The FX-Connect Drawing tool can be used to draw weather symbols,
fronts, and arbitrary lines to the screen, then update the information on a remote screen

and save it as a proguct.

Figure 5, left. The FX-Connect QC Editor tool can be used to check the quality of a type of

data (profiler data in this case) and determine whether it passes or fails the test
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Future Activities

The concept of distributed processing and data management for the FXC is illustrated in Figure 6. It
depicts two sites, one at location "A" and another at location "B," acquiring, processing, and
displaying a variety of data labeled as A, B, and C. Both locations are capable of acquiring the
specific data type A and sharing the full processing of that data (i.e., P 4,P' 4, or P" ,). Note that
since either site can perform processing (P ,) of the data, if the collaborator at one site cannot
perform a certain process, the option will be available to perform the processing at the other site.
This suggests that processing of a dataset could be assigned dynamically to a site based on such
factors as loading. The ability to reassign processing is implemented through remote objects which
can be instantiated at either or both locations. Failure to communicate with a remote object results
in automatic reassignment of the object to another site based on predefined parameters. Also, each
site can acquire ancillary data (B and C) in addition to common data (A) and perform the associated
processing.

Location “A” Location “B”

Objects/
Requests

Database Database

Figure 6. The FX-Connect concept of distributed processing and data management. Users
can dynamically reassign data and processing from one site to another for the purpose of

distributing the load or backup data.

The current prototype implements some limited distribution of objects, but does not include
automatic reassignment of objects. Some of the other new concepts to be investigated include
dynamic extensibility of the system, and improved system integrity through the use of digital
signatures. Developers will also enhance existing capabilities, test them, and incorporate
suggestions from the users to further improve FXC. Certain operational issues will be explored as
well, such as communications to an AWIPS system from outside the firewall and over the AWIPS
wide-area network.

(Herb Grote, a Supervisory Electronics Engineer, heads the Systems Development Division. He can
be reached here.) .
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