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PP7400 PP7400

Multiservice Multiservica
adgeswitch adgaswitch
g’ Qac-3 0C.3
AT 1P ATM P
PP15000 1P
me relay %] Frame relay
ATM

Telephcny Telephony

ATM IP

IP/DS3

Router

1.1 ATM

(Adaptation layer Outer layer) PP 6400
Enterprise SW Frame Relay SW
Service access multiplexer DSLAM
Server PSTN |ISDN RAS

Protocols
Access layer Midder layer PP 7400
Adaptation layer
ATM back bone

layer



ATM back bone layer Central layer PP
15000

1.2 Passport (PP) ATM

Nortel Passort (PP) ATM ATM Forum ITU
ATM Passport
QOS
LAN Passport
1.2.1 PP ATM
1. IMA Inverse Multiplexing for ATM -DS1 E1lLink
DS1 E1 IMA ATM

2. AAL1 CES(ATM adaptation layerl circuit emulation

service)
DS1 El ATM ATM
DS1 E1
3. TRUNKS-ATM Passport — to — Passport TRUNKS
over ATM
PP PP

4. FR— ATM Frame relay over ATM
FRCPE ATM CPE
5.ATM MPE  ATM multiprotocol encapsulation
LANS ATM



1.2.2 ATM
1. ATM
Permanent Virtual channels and Paths PVC PVP
Soft permanent Virtual channels and Paths SPVC
SPVP

Switched connections SC

(1)PVC PVP
CPE ATM

(2)SPVC SPVP
PVC PVP

[ISP Interim inter — suitched protocol

UNI User-to-network interface

(3)Swithed Connections

Point-to-point

Point-to-multipoint



PNNI  Private network-to-network
Interface
1.3 Passport ATM Traffic Management
ATM Voice, Video,

Multimedia, File transfer I nteractive communication

ATM
Traffic contract

Traffic characteristics

QOS

1.3.1 Traffic contract

Service category Bearer capability
QOS Quality of Service

Traffic description

PVC SPVC SvC
1.3.11 Parameters
1. ATM ATM service category

Constant bit rate (CBR)
Real-time variable bit rate (RT-VBR)
Non-real-time variable bit rate (NRT-VBR)



Unspecified bit rate (UBR)
Derived from BBC (Broadband bearer capability)

2. QOS (Quality of service)

- Cell loss ratio (CLR)
Cell transfer delay (CTD)
Cell transfer delay variance (CTDV)

3. BBC Broadband bearer capabiliey
Bearer capability (class) Class A/B/X/VP
Transfer Capability CBR/VBR/No Indication
Clipping Susceptibility Clipping
Best effore
Forward and backward frame discard

4. Connection traffic

description
(1)Source traffic description type
Peak cell rate PCR
Sustained cell rate (SCR)
Maxium burst size (MBS)
(2)Cell delay variation tolerance (CDVT)
(3)Conformance definition (Traffic descriptor type)
(4)Best effort requirement
(5)Frame and cell discard policies
1.3.1.2



] Traffic contact |

b—  ATM sarvice category |

—[ BRC parametors —l
— Bearer class | | ForPVCs, these
- paramaters are not
—  Tmnsfarcapabilty | | provisianabla.
—] Clioping |
—! Connaction traffic description [

—  Source traffic descriptar |
—  Peakcelimte (PCR) |
—  Sustained cell rata (SCR) |

L Mendmum burst size (MBS) |

Call delay variation
tolerance (COVT)

Conformanca dafinition
(traffic descriptor type)

[ beatn ]

—] Frama discard ]

1.3.1.2

1.3.2

QOS

1 QOS

Route management



Emission Priority, Queing, Traffic schedling

Discard Priority

Packet-wise discard

Connection Admission Control (CAC)

Traffic Shaping

Traffic Policing through usage parameter Control

(UPC)

Memory management

(for queuing) Bandwidth pool management (for

CAQ) Network engineering

Passport
Default Active
Default Inactive
Reconfigure

1.3.2

Node Specific controls
Network Specific controls

Access Specific controls



Scope of behavior

----------------

Mid-lo long tarm | 1 2181122019 :
manggement h ae==eascrasmsnyss WopTEeRsesssdsemanne
Mamory : Bandwidﬂ'i pool

------ n..a.l i """" Connection
;characterization: admission
Call mup al"ld -------------------- mmml
admissions
Rauta
management
Dynamic
bandwidth
Call duration managament
i Taffic i m‘l_'r-ifﬂc ;
Colland frame | L. STopa_ ;i Ppoleng
procassing | ooy poomereemesooooe

Emission priority | ; Excess traffic: |  Discard
and schaduling : marking palicy

Preventive controls Reective controls

1.3.2

1. Node Specific controls

Emission priority and queuing

scheduling techniques
queue and free list management
resource (memory) management
scheduling
discard policy

2. Access Specific Controls



call characterization (traffic contract and routing
requirements for PNNI and UNI/I1SP connections)
traffic shaping

traffic policing

excess traffic marking (EFClI and CLPO to CLP1
marking)

3. Network specific controls

connection admission control (CAC)
adaptive-reactive mechanisms for congestion
control
overflow routing (crankbacks)
route management (PNNI and UNI/IISP
requirements)
4. Management functions
Management functions
Memory management
memory Bandwidth pool management
CAC Component
5. Network engineering

Network engineering



1.4

< Applications -

I
y

< ' Service Categories >

<__ Connection Admission Control >

|
Y

——<_____Conformance Monitoring ___>

|
y

& Queuing and Scheduling

v

< Flow Gontrol ™>

v

< Congestion Control >

1.4

Application
Traffic Contract Service
Categories QOS  Traffic parameters CAC

GCRA, Generic Cell
Rate Algorithm
Queuing
Scheduling

Congestion Control



2.1
Passport DPN

Application layer
Mediation layer
Network layer

Billing/Analysis Host
NMS

Applicétion
Layer

DPN alarms
Eonverted And Statistics o
ccounting Passport Mediation
And performance | Management
Data and DPN Layer
statistics ] Dee
: Router

ol
ok

: / I é Network
: 1 Layer
2.1
2.1
Fault Management Surveillance

M anagement Provisioning Management



Passport
Passport
MDP
2.2 NMS
2.2.1

1. NMS

Passport 6000
Passport 7000
Passport 15000
DPN

2. NMS

NMS
3. NMS

DPN

DPN NCS

FMDR

DPN Passport

NMS

NMS

Extensive Online help

NMS



View

Component View

Organization View

4. NMS
Fault management
Configuration management
Data Collection management
Performance management
Security management
2.2.2 NMS
TMN
FCPAS UNIX-Based
DPN  Passport
1.
monitor :

A 20-inch(or larger)color monitor IS
recommended

CPU :

Any Sun hardware platform or SPARC-compliant
platform that supports the Solaris 2.6 or 2.7
operating system software can be used.

CD-ROM drive:

required for installing most software packages,
including the Solaris and NM S software.



Memory :

a minimum of 96 MB are required.

Disk drives :

a minimum of a 2-GB drive is required for the
storage of the Solaris and NMS software. This
figure does not include the space required for
collection of any data from the network.

Tape drive :

highly recommended for maintaining system
backups

High speed interface package :

recommended for X.25 network connectivity in
excess of 19.2 kpps, and required for Frame
Relay connectivity

Sun Solaris operating system :

The Sun Solaris 2.6 or 2.7 package is required at
NMS Release 12.2

NMS:

This software consists of several packages that
comprise the network management software. A
valid run-time license must be purchased from
Nortel Networks to access these packages.

Note : Depending on the devices in your network,
NMS software may be required from a separate
CD, the NMS Companion CD.

Sun Solstice X.25 9.1 :

This optional software package is required for



X.25 connectivity to a DPN module. An X.25
connection is used for managing networks
containing both DPN modules and Passport
nodes.

Sun Solstice Frame Relay 2.0.1 :

This optional software package is required for Frame
Relay connectivity to a Passport node. A Frame Relay
connection is used for managing Passport-only
networks.

Sun HSIS/S 2.0 :

This optional software package provides a high
speed interface between the network and the NMS.
It is recommended for X.25 network connectivity
in excess of 19.2 kbps, and required for Frame
Relay connectivity.

Additional third-party packages :

Additional third party software packages
supported under the Sun Solaris 2.6 or 2.7
operating systems may be installed. If installing
additional software packages, ensure that the
system is properly engineered (disk space,
processor power, memory) to support these

packages and that they are Year 2000 compliant.

stand-alone server
2.1 stand-alone 200 node

stand-alone



stand-alone

Server



Stand-alone

LAN
2.2.2
3. NMS tool sets
NMS toolsets
NMS tool
adviser toolset Architect
tool set NMS tool command console
tool Component Provisioning tool tool set

NMS toolset tool

NMS Advisor :

provides the fault management tools used for
monitoring and managing the Passport nodes.

NMS Admin :

provides administrat ive tools used for managing



the NM S processes running on the workstation.
NMS Architect DPN :
provides tools used for provisioning DPN modules
and manipulating the application versions |oaded
and running on the DPN modules.
NMS Architect Passport :
provides tools used for provisioning Passport nodes
and manipulating the application versions loaded
and running on the Passport nodes.
Device Inventory :
Provides tools used for reporting on the hardware
and software configuration of selected devices in
your network.
Utilities :
miscellaneous tools such as UNIX access, NTP
Viewer, and NMS Help.

(1))NMS Advisor toolsets

NMS Advisor

NMS Advisor tools

Network Status Bar :

provides a high-level view of the current network
status. This tool monitors a set of statistical
indicators gathered from the GMDR database.
Some of these indicators quantify troubled

elements of the network, including the number of



active alarms and the number of components out-
of-service.

Network Viewer :

displays network topology and shows real-time
status for network nodes, links, and subcomponents,
It also provides network model editing capabilities.
Component Status Display :

provides a textual representation of the
organization components at the region, site, node,
component, and subcomponent levels in the
network. it displays the same information as the
network Viewer, but in a textual rather than
graphical format.

Component Information Viewer :

merges state-, alarm-, and problem-based
surveillance into one tool. The Component
Information Viewer enables you to diagnose
network faults by targeting faulty components and
their related components. You can then determine
the impact of these faults, view the current state
and problem state of these components, and view
the aarms and status that have led these
components to their current state.

Alarm Display :

enables yoy to view alarms and logs received from
Passport nodes. Extensive filtering capabilities are

provided to facilitate the management of alarms.



Command Console :

is the operator command interface for the Nortel

Networks family of data networking products.

The Command Console enables you to issue

commands and receive responses from Passport

components.

Performance Viewer :

enables you to collect and display performance

information about network components. It is used

to help trace faults in the network, collect

information about network load, and generate

statistics for reporting and analytical purposes.

This information is displayed in a graphical format.
(2JNMS Architect toolsets

NMS Architect toolsets

DPN tools  Passport tools

DPN tools

Component Provisioning :

used for adding, changing, deleting and viewing
service data for DPN modules.

Envelope Editor :

Used to view, modify and create service data
envelopes for DPN modules.

Service Data Backup :

provides a means for backing up master



configuration files (MCF) on DPN modules and for
storing the MCFs on a backup disk, an NMS server
or a DPN 100 module.

Service Data Restore :

used for retrieving service data backups from the
backup source and restore the MCFs to a specific
DPN module.

Global Data Manager :

used for distributing global service data to DPN
modul es.

Software Substitution : used to upgrade software
images on the DPN modul es.

Software Distribution :

used for transferring DPN software images from the
workstation or a DPN RDS (Remote Distribution
Site) to other DPN modules.

Service Data Conversion :

used to convert service data from an older NMS
release version to a newer NM S release version.
Service Integrity Simplification :

automates the process of populating the Network
Reporting System database and executing the NRS-
based Service Integrity Chect tool in order to check
the network wide integrity of DPN and Passport
service data.

Network Activation :

allows the user to automate all of the steps required to



activate, confirm and commit a view after it has been
provisioned and downloaded. The automated actions
can be applied to multiple DPN modules concurrently,
or in a specific order when the activation is
considered critical.

Passport tools

Component Provisioning :

used for adding, changing, deleting and viewing
provisioning data files for Passport nodes.

Service Data Backup :

used to backup all provisioning data files and
application version information from a Passport
node to a Passport Data Storage site.

Service Data Restore :

used to restore Passport service data from a
specified Passport Data Storage site to a specified
Passport node.

Software Distribution and Configuration :

used for configuring and downloading Passport
software from the Passport Software Distribution
Site to the Passport nodes.

Service Integrity Simplification :

automates the process of populating the Network
Reporting System database and executing the NRS-
based Service Integrity Check tool in order to
check the network wide integrity of DPN and

Passport service data.



Network Activation :

allows the user to automate all of the steps required to
activate, confirm and commit a view after it has been
provisioned and downloaded. The automated actions
can be applied to multiple Passport nodes
concurrently, or in a specific order when the
activation is considered critical.

2.2.3 Passport NMS

Passport Frame
Relay Passport NMIS
Network Management Interface System 2.2.3-1

Active Control Processor

Function

N L~ Processor
NMIS CAS \
\___
B < Commands
And
responses
IPIVC / IPIFR / IP over ethernet DCS : \ P
ﬁ \ alarms and

Spooled data st

2.2.3-1 Passport



Passport IPIFR IP Interface over Frame
Relay Frame Relay PVC | P session
Passport inter LAN ILS

IP over Frame Relay |IP over Ethernet

Passport Component

Administration System (CAS) Network Management

Abplic'atloﬁé

mandgement g o
workstatlan —raeraet

Interface System (NM1S) Data Collection System (DCS)
2.2.3-2

2.2.3-2 Passport NMS

1. (CAS)



CAS

NMIS

Passport Local

operator Telnet FTP FMIP SNMP

Passport Passport
NMIS
DCS
Passport
Passport
NMIS DCS
Alarms SCN logs accounting
DCS DCS
NMIS Passport
DCS
Alarms:

Generated asynchronously from a particular system
on a control processor (CP) or a function processor
(FP) when certain events occur, such as and

engineering condition, a degradation of service, a



failure of hardware, or a failure of software.

State change notifications :

Generated asynchronously from a control
processor or function processor when the OSI state
of a component changes. These notifications can
be used by the NMS surveillance system to
determine the impact of a given failure.
Accounting information :

Generated for services based on a virtual circuit at a
time-of-day change over (when the rates for a
service change based on the time of day) and when a
call is set up or cleared. The accounting records for a
time-of-day changeover must be generated at
approximately the same time for the changeover to
be accurate.

Logs:

Logs are the operator commands and responses that
an operator enters. These logs are used for tracking
system operation and for security purposes.

Debug data :

|s generated when a debug user turns on a debug data
stream. These data streams must only be turned on in
consultation with Nortel support staff.

Statistic records :

Statistic records are generated (if the statistics collector
IS provisioned) at regular intervals by selected

components. These records contain information for off-



2.3

switch processing such as cells discarded and link
utilization.

SNMP traps :

SNMP traps are generated asynchronously from a
particular system on a control or function processor.
Traps occur as an alert to fault conditions and are

sent to requesting. SNMP management stations.

DCS

Agents :

Agents, found on each control and function
processor, are responsible for collecting the data
types generated on their card. Agents send this data
to collectors on the control processor.

Collectors:

Collectors, found on the active control processor, are
responsible for transferring the appropriate data
records to the NMIS and for spooling the appropriate
records to the Passport shadowed file system.
Spoolers : Spoolers, found on the active control
processor, are responsible for writing the

appropriate data types to the Passport file system.
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. Preside Multiservice Data Manager
Fault  Configuration
HPOV, Web, 3 Party

. Management Data Provider MDP

ASCII

. Preside Performance Reporting
NOC

SLA

. Preside Operational Reporting

ATM
trouble shooting

SLA
. Preside Network Planning

. Preside Service Monitor

Presde Network Services Platform
management)

view

OSS

SLA

(Intergrated  fault

fault management



2.3.1 MDP

MDP (Management Data Provider)
MDP

Customer hosts
1. MDP

ASCIl bulk data format
(BDF) EBCDIC published formate

Customer hosts

outage  availability

2. MDP
DPN-100
Passport
V ector
2.3.1.1 MDP



Custorner host

BDF or Published format

File

Prober D

23.1.1 MDP




1. MDP File prober  Proxy FTP Filetramter protocal
FTP
60  Passpor
2. MDP hosts  Passport
ASCII EBCDIC Published
Format (PF) ASCII bulk data format BDF)
Customer host

3. Customer hosts MDP hots

(1)Customer billing hsot— Passport

(2)Customer network engineering host—

2.3.1.2 MDP
MDP Passport
2.3.1.2



Passport datd

DPN-100 data

Vector data

File
Mover

Ty
S—

cfg
——
~—-
admin

S
backup

——
rdf

1.

2.

File Disk File
Collector Manager Cleanup
A%g;egator &, (Network Mode
rrelator

File
Manager(s)

Topology

primary Generator

HIgD
-

maodei

BDF PF Outage
Converter Gicuiatorts) oulage

Availability
Calculator

Report
Generator

2.3.1.2 MDP
File manager— pool directory

BDF converter PF converter

dump directory spool

directory backup directory log
File manager adimn

directory Passport alarm SCN File
manager spool directory Primary

directory

Outage Controller — primary



2.3.2
2.3.2.1

process directory

MDP Outage Calculator— Passport
SCN  State
change notifications Outage
BDF Outage
directory Network
Engineering host
MDP Availability Calculator — Outage
Calculator Outage
Availability
BDF

Customer host

. Report Generator—

Network Planning

ASCII

Mansgeme
Dats Provider

(MDP}
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(1)Network Elements
Network Elements
Passport alarms,
logs, accounting, SCN
(2)Mediation Domain
Modiation Domain Network
Elements  Application Layer
MDP Management Data Provider
APl Application Programming
Interface MDP
(3)Application Environment
Preside Network Planner
Application Environment
Passport
Network Performance

management

SLA



(1)X-AMINER
X-AMINER

DDR (DPN Data Reporter)

Statistics, logs, outage, summaries
alarms
ESR (Enhanced Statistics Reporter)

Passport

(2)X-PLORER

Passport

Network Engineering

2.3.2.1-2



I Requirements l

= Distributed computar applications
= Traific profiles
* Delay requirements

- Scalabifity/availabiiity/rellability
raquiremants
Analysia
Ensed on live or predicted Network
output provides a new set of Dﬂlgﬂ
deaign raquirsmenta implementation
/ gineer craxtes a network topoiagy
(mmually or via program)
Feedback
Gusturnuduurminu the design accaptability by analysis or
live network Impismantation

2.3.2.1-2

2.3.2.2 Preside Network Planning
Preside Network Planning  Nertel

Sun

Passport, DPN components
Network description links access

points

1. Preside Network Plannint Modules
2.3.2.2



oo Medel Link, oo T ratic Link #id
iMoo yriien | iMoo TSR
Tariff Coster DPN Modelling
Module Module
Passport Modelling ATM Modelling
Module Module
Grey Switch End to End Delay
NModule Modulie

Tariff Coster
Module

2.3.2.2-1

Configurator Module

Configurator shelf layouts, cabinet
inventories link topologies network
description Modiation Domain
network model Model Link

Model Link Module
Model Link Module Preside

Configurator Module

Modiation Domain ~ Network description

[ink Nertel NMS
Tariff Coster Module

Tariff Coster Module



Site

User Re-Homing

User Re-Homing Tariff Coster Module

DPN Traffic Modelling Module

Module DPN
routing algorithms Modelling DPN Traffic
Modelling processors,

trunks access links

Passport Traffic Modelling Module

Module DPN Traffic Modelling
Module Magellan passpore
routing algorithms PORS Path Oriented
Routing CNLS Connectionless Routing
Passport ATM Modelling Option
Passport ATM Modelling Option

Passport Modelling Module model
Passport ATM ATM
ATM hardware ATM direct logical trunks
ATM traffic services Module
Passport ATM
processors Notel ATM service

links  provisioning



Grey Switch Module Option

Grey Switch Option Model DPN
Passport Grey Switch
Users  Links traffic run

End-to-End Delay Module Option

End-to-End Delay Option DPN
Passport Modelling Modules

delay
Traffic Link Module
Traffic Link Option DPN Passport
Modelling Modules end-to-end
traffic matrix Preside Network
Planning M odel Module
traffic matrix User-to-user Switch-to-

Switch COl Community of Interest
Traffic Link Option MDP

X.11 Multi-Access Licence Option
Option Remote non-
Simultaneous Access
2. Traffic Link  Model Link



~ Accounting
BODF data files

Managemiels
Data

‘MRA SERVER

Accounting

—»  Populator

A

* The MRA server does not
require validation if only used
with Traffic Link

. Statistic
BOF dala fites

3. Preside Network Planning

Data

2.3.2.2-2

Preside Network
Planning Model
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4. Preside Network Planning

Network models

Model link



3
(3.1

3.1
Fault

Performance

Service ' Provisioning &
Assurance Bi!h‘ng_' Configuration Management Management
Arbor/BP )
- ' Arbor/OM o
NSA BillDats VitalSuite || Remedy e
LoopCare
OneVision
Alliance : -
Netminder | | OneVision Natwork
——— __ |ConnectVu PT. NP NI NFM u.u;,:.m
NavisXtend
Frovisioning Sarvar
Navis NavisCore Element Eiament
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ccess EMS
-- SNl
El'rmem
3.1
ATM FR IP SS7
& Porformance

(Fault

Management)
(Provisioning & Configuration

Management)
(Billing management)
(Service Assurance management)

3.1.1
One



Vision NFM  Remedy
One Vision NFM

GUI

Remedy Corporations ARS

NFM

One Vision NFM

— NSA-Loop Care Local loops

NSA-Loop Care
XDSL, ISDN, POTS, Centrex Coin Circuits

loop metallic

fault detection location single-ended data rate



prediction data rate optimization
3. — NetMinder PTM
NetMinder PTM

3.1.2 CDMA  VOIP
Bill Dats
usage data
Arbor BP
3.1.3

Arbor OM

Arbor

BP



Set top boxes

Navis Access

Navis Core
L ucent frame
relay ATM IPMPLS
— TNM
Navis Xtend
Lucent IP, framerelay, ATM  SMDS
Connect Vu
One Vision Alliance
frame relay, ATM
(asynchronous Digital Hierarchy, SONET



(Synchronous Optical Network), PDH (plesio-
chronous Digital Hierarchy, SDH (Synchronous
Digital Hierarchy  IP (Internet Protocol)

3.2 NetMinder

NetMinder  Lucent

PTM Packet Traffic Management

NTP Network Trouble Patterning
NTM Network Traffic Management
NCE Network Capacity Engineering
NetMinder PTM
NetMinder NTP
NetMinder NTP
NetMinder NTM
NTM
NetMinder NTM

NetMinder NCE

NetMinder NCE






3.3 NetMinder PTM Packet Traffic Management

Gateways

s Packet Traffic

Management

Browser

ATM Switches Desktops

HardCopy/
Reporting

3.3 PTM

NetMinder PTM

PTM
1. NetMinder PTM
2. 5
3.
4.
5.

6. Web GUI



3.3.1 PTM

3.3.2 PTM
1. PTM element
component
2. PTM SNMP
3. PTM data model
4. PTM
5 PTM RDBMS Relational

Database management System
6. PTM
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3.3.3PTM
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3.3.4-1 Alert

2. Network Elements page—

element

Component
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3.3.4-2 Network elements

3. Components page— Component CPU,

Interface, |P function, ICMP function
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3.3.4-3 Components



4. Network Views Page—

3.3.4-4 Network View

5. Analysis Page—
Chart  Bubble chart
(1)Line Chart—
Component
(2)Bubble Chart—

Components

Line
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3.3.4-5 Analysis

3.3.5PTM
PTM
PTM

PTM  queries, alerting  threshold

elements components
QOS

3-D Views, tables, line charts
bubble charts






NMS,

Preside network planning

Trunk group
Trunk group

QOS



