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前言
為進一步瞭解大型網路之設計與規畫，並對Cisco Router與Switch之相關功能有更深入的探討，於2000年參加CCIE認證考試-第二階段實驗室測驗。
Configuring IP Services

This chapter describes how to configure optional IP services. For a complete description of the IP

services commands in this chapter, refer to the “IP Services Commands” chapter of the Network

Protocols Command Reference, Part 1. To locate documentation of other commands that appear in

this chapter, use the command reference master index or search online.

IP Services Task List

To configure optional IP services, complete any of the tasks in the following sections:

• Manage IP Connections
• Configure the Hot Standby Router Protocol

Manage IP Connections

Enable ICMP Redirect Messages

Command Purpose

ip unreachables Enable the sending of ICMP Protocol Unreachable and Host Unreachable messages.

Command Purpose

ip icmp rate-limit unreachable [df] milliseconds Limit the rate that ICMP destination unreachable messages are generated.

Command Purpose

ip redirects Enable the sending of ICMP Redirect messages to learn routes.
Enable ICMP Mask Reply Messages

To enable the sending of ICMP Mask Reply messages, use the following command in interface

configuration mode:
ip mask-reply Enable the sending of ICMP Mask Reply messages.

Configure the Hot Standby Router Protocol

Configure Hot Standby Router Protocol Group Attributes

To configure other Hot Standby group attributes that affect how the local router participates in the

Hot Standby Router Protocol, perform one or more of the following tasks in interface configuration

mode:

Command Purpose

standby [group-number] ip [ip-address [secondary]] Enable the Hot Standby Router Protocol.

Command Purpose

standby [group-number] timers [msec] hellotime [msec] holdtime

Configure the time between hello packets and the hold time before other routers declare the active router to be down.

standby [group-number] priority priority [preempt [delay delay]]

or

standby [group-number] [priority priority] preempt [delay delay]

Sets the Hot Standby priority used in choosing the active router. The priority value range is from 1 to 255, where 1 denotes the lowest priority and 255 denotes the highest priority. 

standby [group-number] track type number [interface-priority]

Configure the interface to track other interfaces, so that if one of the other interfaces goes down, the device’s Hot Standby priority is lowered.
standby [group-number] authentication string 
Select an authentication string to be carried in all Hot Standby Router Protocol messages.

Configure IP Accounting

Our IP accounting support provides basic IP accounting functions. By enabling IP accounting, users

can see the number of bytes and packets switched through the Cisco IOS software on a source and

destination IP address basis. 
Configure IP Precedence Accounting

The precedence accounting feature provides accounting information for IP traffic based on the precedence on any interface. This feature calculates the total packet and byte counts for an interface that receives or sends IP packets and sorts the results based on IP precedence. This feature is supported on all interfaces and subinterfaces and supports CEF, dCEF, flow, and optimum switching. To remove IP accounting based on IP precedence from the interface, use the no ip accounting precedence command. Use the EXEC command show interface precedence to display precedence accounting information for interfaces configured for precedence accounting.

IP Services Configuration Examples

ICMP Services Example

interface ethernet 0

no ip unreachables

no ip redirects

Numbered Access List Examples

In the following example, network 36.0.0.0 is a Class A network whose second octet specifies a

subnet; that is, its subnet mask is 255.255.0.0. The third and fourth octets of a network 36.0.0.0

address specify a particular host. Using access list 2, the Cisco IOS software would accept one

address on subnet 48 and reject all others on that subnet. The last line of the list shows that the

software would accept addresses on all other network 36.0.0.0 subnets.

access-list 2 permit 36.48.0.3

access-list 2 deny 36.48.0.0 0.0.255.255

access-list 2 permit 36.0.0.0 0.255.255.255

interface ethernet 0

ip access-group 2 in

Extended Access List Examples

In the following example, the first line permits any incoming TCP connections with destination ports

greater than 1023. The second line permits incoming TCP connections to the SMTP port of host

128.88.1.2. The last line permits incoming ICMP messages for error feedback.

access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.0.0 0.0.255.255 gt 1023

access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.1.2 0.0.0.0 eq 25

access-list 102 permit icmp 0.0.0.0 255.255.255.255 128.88.0.0 255.255.255.255

interface ethernet 0

ip access-group 102 in

HSRP Load Sharing Example

The following example shows Router A configured as the active router for group 1 with a priority of

110 and Router B configured as the active router for group 2 with a priority of 110. The default

priority level is 100. Group 1 uses a virtual IP address of 10.0.0.3 and Group 2 uses a virtual IP

address of 10.0.0.4.

Router A Configuration

hostname RouterA

!

interface ethernet 0

ip address 10.0.0.1 255.255.255.0

standby 1 ip 10.0.0.3

standby 1 priority 110

standby 1 preempt

standby 2 ip 10.0.0.4

standby 2 preempt

Router B Configuration

hostname RouterB

!

interface ethernet 0

ip address 10.0.0.2 255.255.255.0

standby 1 ip 10.0.0.3

standby 1 preempt

standby 2 ip 10.0.0.4

standby 2 priority 110

standby 2 preempt 

Configuring RIP

RIP Configuration Task List

To configure RIP, complete the tasks in the following sections. You must enable RIP. The remaining

tasks are optional.

• Enable RIP

• Allow Unicast Updates for RIP
Enable RIP

• Apply Offsets to Routing Metrics

• Adjust Timers

• Specify a RIP Version

• Disable Route Summarization

• Enable or Disable Split Horizon

Enable RIP

To enable RIP, use the following commands, starting in global configuration mode:

Allow Unicast Updates for RIP

Because RIP is normally a broadcast protocol, in order for RIP routing updates to reach

nonbroadcast networks, you must configure the Cisco IOS software to permit this exchange of

routing information.

Step Command Purpose

1 router rip Enable a RIP routing process, which places you in router configuration mode.

2 network network-number Associate a network with a RIP routing process.
Command Purpose

neighbor ip-address Define a neighboring router with which to exchange routing information.
Apply Offsets to Routing Metrics

An offset list is the mechanism for increasing incoming and outgoing metrics to routes learned via

RIP. This is done to provide a local mechanism for increasing the value of routing metrics.
Command Purpose

offset-list [access-list-number | name] {in | out} offset [type number]

Apply an offset to routing metrics.

Adjust Timers

You can make the following timer adjustments:

• The rate (time in seconds between updates) at which routing updates are sent

• The interval of time (in seconds) after which a route is declared invalid

• The interval (in seconds) during which routing information regarding better paths is suppressed

• The amount of time (in seconds) that must pass before a route is removed from the routing table

• The amount of time for which routing updates will be postponed
Command Purpose

timers basic update invalid holddown flush [sleeptime] Adjust routing protocol timers.

Specify a RIP Version

Cisco’s implementation of RIP Version 2 supports authentication, key management, route

summarization, classless interdomain routing (CIDR), and variable-length subnet masks (VLSMs).

Key management and VLSM are described in the chapter “Configuring IP Routing Protocol-Independent Features.”By default, the software receives RIP Version 1 and Version 2 packets, but sends only Version 1 packets. 
Command Purpose

version {1 | 2} Configure the software to receive and send only RIP Version 1 or only RIP Version 2 packets.
Disable Route Summarization

RIP Version 2 supports automatic route summarization by default. The software summarizes

subprefixes to the classful network boundary when crossing classful network boundaries.

If you have disconnected subnets, disable automatic route summarization to advertise the subnets.

When route summarization is disabled, the software transmits subnet and host routing information

across classful network boundaries.
Enable or Disable Split Horizon

Normally, routers that are connected to broadcast-type IP networks and that use distance-vector

routing protocols employ the split horizon mechanism to reduce the possibility of routing loops.

Split horizon blocks information about routes from being advertised by a router out of any interface

from which that information originated. This behavior usually optimizes communications among

multiple routers, particularly when links are broken. However, with nonbroadcast networks (such as

Frame Relay and SMDS), situations can arise for which this behavior is less than ideal. For these

situations, you might want to disable split horizon.

RIP Configuration Examples

RIP Configuration Examples

Configuration for Router A

interface ethernet 1

ip address 12.13.50.1

!

interface serial 1

ip address 128.125.1.2

encapsulation frame-relay

no ip split-horizon

Configuration for Router B

interface ethernet 2

ip address 20.155.120.1

!

interface serial 2

ip address 131.108.1.2

encapsulation frame-relay

no ip split-horizon

Configuration for Router C

interface ethernet 0

ip address 10.20.40.1

!

interface serial 0

ip address 128.124.1.1

ip address 131.108.1.1 secondary

encapsulation frame-relay

Configuring OSPF

OSPF Configuration Task List

OSPF typically requires coordination among many internal routers, area border routers (routers

connected to multiple areas), and autonomous system boundary routers. At a minimum, OSPF-based

routers or access servers can be configured with all default parameter values, no authentication, and

interfaces assigned to areas. If you intend to customize your environment, you must ensure

coordinated configurations of all routers.

To configure OSPF, complete the tasks in the following sections. Enabling OSPF is mandatory; the

other tasks are optional, but might be required for your application.

• Enable OSPF

• Configure OSPF Interface Parameters

• Configure OSPF over Different Physical Networks

• Configure OSPF Area Parameters

• Configure OSPF Not So Stubby Area (NSSA)

• Create Virtual Links

• Generate a Default Route

• Monitor and Maintain OSPF

Enable OSPF

As with other routing protocols, enabling OSPF requires that you create an OSPF routing process,

specify the range of IP addresses to be associated with the routing process, and assign area IDs to be

associated with that range of IP addresses. 
Step Command Purpose

router ospf process-id Enable OSPF routing, which places you in router configuration mode.
network address wildcard-mask area area-id Define an interface on which OSPF runs and define the area ID for that interface.

Configure OSPF Interface Parameters

Our OSPF implementation allows you to alter certain interface-specific OSPF parameters, as

needed. You are not required to alter any of these parameters, but some interface parameters must be

consistent across all routers in an attached network. Those parameters are controlled by the ip ospf

hello-interval, ip ospf dead-interval, and ip ospf authentication-key commands. Therefore, be

sure that if you do configure any of these parameters, the configurations for all routers on your

network have compatible values.

In interface configuration mode, use any of the following commands to specify interface parameters

as needed for your network:

Step Command Purpose

Command Purpose

ip ospf cost cost Explicitly specify the cost of sending a packet on an OSPF interface.

ip ospf retransmit-interval seconds Specify the number of seconds between link state advertisement retransmissions for adjacencies belonging to an OSPF interface.

ip ospf transmit-delay seconds Set the estimated number of seconds it takes to transmit a link state update packet on an OSPF interface.

ip ospf priority number Set priority to help determine the OSPF designated router for a network.

ip ospf hello-interval seconds Specify the length of time between the hello packets that the Cisco IOS software sends on an OSPF interface.

ip ospf dead-interval seconds Set the number of seconds that a device’s hello packets must not have been seen before its neighbors declare the OSPF router down.

ip ospf authentication-key key Assign a password to be used by neighboring OSPF routers on a network segment that is using OSPF’s simple password authentication.

ip ospf message-digest-key keyid md5 key Enable OSPF MD5 authentication.

ip ospf authentication [message-digest | null] Specifies the authentication type for an interface.
Configure OSPF over Different Physical Networks

OSPF classifies different media into the following three types of networks by default:

• Broadcast networks (Ethernet, Token Ring, FDDI)

• Nonbroadcast multiaccess networks (SMDS, Frame Relay, X.25)

• Point-to-point networks (HDLC, PPP)

Command Purpose

ip ospf network {broadcast | non-broadcast | {point-to-multipoint [non-broadcast] }}

Configure the OSPF network type for a specified interface.
Configure Point-to-Multipoint, Broadcast Networks

On point-to-multipoint, broadcast networks, there is no need to specify neighbors. However, you can

specify neighbors with the neighbor command, in which case you should specify a cost to that

neighbor.

Step Command Purpose

1 ip ospf network point-to-multipoint Configure an interface as point-to-multipoint for broadcast media.

2 exit Enter global configuration mode.

3 router ospf process-id Configure an OSPF routing process and enter router configuration mode.

4 neighbor ip-address cost number Specify a neighbor and assign a cost to the neighbor.

5 Repeat Step 4 for each neighbor if you want to specify a cost. Otherwise, neighbors will assume the cost of the interface, based on the ip ospf cost command.

Configure OSPF for Nonbroadcast Networks

1 ip ospf network point-to-multipoint non-broadcast

Configure an interface as point-to-multipoint for nonbroadcast media.

2 exit Enter global configuration mode.

3 router ospf process-id Configure an OSPF routing process and enter router configuration mode.

4 neighbor ip-address [cost number] Specify an OSPF neighbor and optionally assign a cost to the neighbor.

5 Repeat Step 4 for each neighbor.

Configure OSPF Area Parameters

Our OSPF software allows you to configure several area parameters. These area parameters, shown

in the following table, include authentication, defining stub areas, and assigning specific costs to the

default summary route. Authentication allows password-based protection against unauthorized

access to an area. Stub areas are areas into which information on external routes is not sent. Instead, there is a default external route generated by the area border router, into the stub area for destinations outside the autonomous system. To take advantage of the OSPF stub area support, default routing must be used in the stub area. To further reduce the number of link state advertisements sent into a stub area, you can configure no-summary on the ABR to prevent it from sending summary link advertisement (link state advertisements Type 3) into the stub area.
Command Purpose

area area-id authentication Enable authentication for an OSPF area.

area area-id authentication message-digest Enable MD5 authentication for an OSPF area.

Configure OSPF Not So Stubby Area (NSSA)

NSSA area is similar to OSPF stub area. NSSA does not flood Type 5 external link state

advertisements (LSAs) from the core into the area, but it has the ability of importing AS external

routes in a limited fashion within the area.

NSSA allows importing of Type 7 AS external routes within NSSA area by redistribution. These

Type 7 LSAs are translated into Type 5 LSAs by NSSA ABR which are flooded throughout the

whole routing domain. Summarization and filtering are supported during the translation.

Command Purpose

area area-id stub [no-summary] Define an area to be a stub area.

area area-id default-cost cost Assign a specific cost to the default summary route used for the stub area.
Create Virtual Links

In OSPF, all areas must be connected to a backbone area. If there is a break in backbone continuity,

or the backbone is purposefully partitioned, you can establish a virtual link. The two end points of a

virtual link are Area Border Routers. The virtual link must be configured in both routers. The

configuration information in each router consists of the other virtual endpoint (the other ABR), and

the nonbackbone area that the two routers have in common (called the transit area). Note that virtual

links cannot be configured through stub areas.

Generate a Default Route

You can force an autonomous system boundary router to generate a default route into an OSPF

routing domain. Whenever you specifically configure redistribution of routes into an OSPF routing

domain, the router automatically becomes an autonomous system boundary router. However, an

autonomous system boundary router does not, by default, generate a default route into the OSPF

routing domain.

To force the autonomous system boundary router to generate a default route, use the following

command in router configuration mode:

Command Purpose

default-information originate [always] [metric metric-value] [metric-type type-value] [route-map map-name] Force the autonomous system boundary router to generate a default route into the OSPF routing domain.
Monitor and Maintain OSPF

You can display specific statistics such as the contents of IP routing tables, caches, and databases. Information provided can be used to determine resource utilization and solve network problems. You

can also display information about node reachability and discover the routing path your device’s

packets are taking through the network.

OSPF Configuration Examples

The following sections provide OSPF configuration examples:

• OSPF Point-to-Multipoint Example

• OSPF Routing and Route Redistribution Examples
OSPF Point-to-Multipoint Example

Neon’s Configuration

hostname neon

!

interface serial 0

ip address 10.0.0.1 255.0.0.0

ip ospf network point-to-multipoint

encapsulation frame-relay

frame-relay map ip 10.0.0.2 101 broadcast

frame-relay map ip 10.0.0.4 102 broadcast

!

router ospf 1

network 10.0.0.0 0.0.0.255 area 0

Platty’s Configuration

hostname platty

!

interface serial 3

ip address 10.0.0.4 255.0.0.0

ip ospf network point-to-multipoint

encapsulation frame-relay

clock rate 1000000

frame-relay map ip 10.0.0.1 401 broadcast

frame-relay map ip 10.0.0.2 402 broadcast

!

router ospf 1

network 10.0.0.0 0.0.0.255 area 0

Jelly’s Configuration

hostname jelly

!

interface serial 2

ip address 10.0.0.3 255.0.0.0

ip ospf network point-to-multipoint

encapsulation frame-relay

clock rate 2000000

frame-relay map ip 10.0.0.2 301 broadcast

!

router ospf 1

network 10.0.0.0 0.0.0.255 area 0
OSPF Routing and Route Redistribution Examples

Basic OSPF Configuration Example

The following example illustrates a simple OSPF configuration that enables OSPF routing process

9000, attaches Ethernet 0 to area 0.0.0.0, and redistributes RIP into OSPF, and OSPF into RIP:

interface ethernet 0

ip address 130.93.1.1 255.255.255.0

ip ospf cost 1

!

interface ethernet 1

ip address 130.94.1.1 255.255.255.0

!

router ospf 9000

network 130.93.0.0 0.0.255.255 area 0.0.0.0

redistribute rip metric 1 subnets

!

router rip

network 130.94.0.0

redistribute ospf 9000

default-metric 1

Basic OSPF Configuration Example for Internal Router, ABR, and ASBRs

The following example illustrates the assignment of four area IDs to four IP address ranges. In the

example, OSPF routing process 109 is initialized, and four OSPF areas are defined: 10.9.50.0, 2, 3,

and 0. Areas 10.9.50.0, 2, and 3 mask specific address ranges, while Area 0 enables OSPF for all

other networks.

router ospf 109

network 131.108.20.0 0.0.0.255 area 10.9.50.0

network 131.108.0.0 0.0.255.255 area 2

network 131.109.10.0 0.0.0.255 area 3

network 0.0.0.0 255.255.255.255 area 0

!

! Interface Ethernet0 is in area 10.9.50.0:

interface ethernet 0

ip address 131.108.20.5 255.255.255.0

!

! Interface Ethernet1 is in area 2:

interface ethernet 1

ip address 131.108.1.5 255.255.255.0

!

! Interface Ethernet2 is in area 2:

interface ethernet 2

ip address 131.108.2.5 255.255.255.0

!

! Interface Ethernet3 is in area 3:

interface ethernet 3

ip address 131.109.10.5 255.255.255.0

!

! Interface Ethernet4 is in area 0:

interface ethernet 4

ip address 131.109.1.1 255.255.255.0

!

! Interface Ethernet5 is in area 0:

interface ethernet 5

ip address 10.1.0.1 255.255.0.0

Each network area router configuration command is evaluated sequentially, so the order of these

commands in the configuration is important. The Cisco IOS software sequentially evaluates the

address/wildcard-mask pair for each interface.
Configuring BGP

Basic BGP Configuration Tasks

The BGP configuration tasks are divided into basic and advanced tasks. The first two basic tasks are

required to configure BGP; the remaining basic and advanced tasks are optional.Basic BGP configuration tasks are discussed in the following sections:

• Enable BGP Routing

• Configure BGP Neighbors

• Monitor and Maintain BGP

Advanced BGP Configuration Tasks

Advanced, optional BGP configuration tasks are discussed in the following sections:

• Configure a Route Reflector

• Configure BGP Peer Groups

• Configure Route Dampening

Configure Basic BGP Features

The tasks in this section are for configuring basic BGP features.

Enable BGP Routing

To enable BGP routing, establish a BGP routing process by using the following commands

beginning in global configuration mode:

Step Command Purpose

 router bgp autonomous-system Enable a BGP routing process, which places you in router configuration mode.
Configure BGP Neighbors

Like other Exterior Gateway Protocols (EGPs), BGP must completely understand the relationships

it has with its neighbors. Therefore, this task is required. BGP supports two kinds of neighbors: internal and external. Internal neighbors are in the same autonomous system; external neighbors are in different autonomous systems. Normally, external neighbors are adjacent to each other and share a subnet, while internal neighbors may be anywhere in the same autonomous system.

Configure a Route Reflector

With route reflectors, all IBGP speakers need not be fully meshed because there is a method to pass

learned routes to neighbors. In this model, an internal BGP peer is configured to be a route reflector

responsible for passing IBGP learned routes to a set of IBGP neighbors. In Figure 31, Router B is

configured as a route reflector. When the route reflector receives routes advertised from Router A, it

advertises them to Router C, and vice versa. 
When the route reflector receives an advertised route, depending on the neighbor, it does the

following:

• A route from an external BGP speaker is advertised to all clients and nonclient peers.

• A route from a nonclient peer is advertised to all clients.

• A route from a client is advertised to all clients and nonclient peers. Hence, the clients need not

be fully meshed.

Along with route reflector-aware BGP speakers, it is possible to have BGP speakers that do not

understand the concept of route reflectors. They can be members of either client or nonclient groups.

This allows easy, gradual migration from the old BGP model to the route reflector model. Initially,

you could create a single cluster with a route reflector and a few clients. All the other IBGP speakers

could be nonclient peers to the route reflector and then more clusters could be created gradually.

An autonomous system can have multiple route reflectors. A route reflector treats other route

reflectors just like other IBGP speakers. A route reflector can be configured to have other route

reflectors in a client group or nonclient group. 
Configure BGP Peer Groups

Often, in a BGP speaker, many neighbors are configured with the same update policies (that is, the

same outbound route maps, distribute lists, filter lists, update source, and so on). Neighbors with the

same update policies can be grouped into peer groups to simplify configuration and, more

importantly, to make updating more efficient. When you have many peers, this approach is highly

recommended.

Command Purpose

neighbor peer-group-name peer-group Create a BGP peer group.
Disabling a Peer or Peer Group

To disable an existing BGP neighbor or neighbor peer group, use the following command in router

configuration mode:

To enable a previously existing neighbor or neighbor peer group that had been disabled using the

neighbor shutdown command in router configuration mode:
Configure Route Dampening

Route dampening is a BGP feature designed to minimize the propagation of flapping routes across

an internetwork. A route is considered to be flapping when it is repeatedly available, then

unavailable, then available, then unavailable, and so on.

For example, consider a network with three BGP autonomous systems: AS 1, AS 2, and AS 3.

Suppose the route to network A in AS 1 flaps (it becomes unavailable). Under circumstances without

route dampening, AS 1’s EBGP neighbor to AS 2 sends a Withdraw message to AS 2. The border

router in AS 2, in turn, propagates the Withdraw to AS 3. When the route to network A reappears,

AS 1 sends an Advertisement to AS 2, which sends it to AS 3. If the route to network A repeatedly

becomes unavailable, then available, many Withdrawals and Advertisements are sent. This is a

problem in an internetwork connected to the Internet because a route flap in the Internet backbone

usually involves many routes.

Understand Route Dampening Terms

The following terms are used when describing route dampening:

• Flap—A route is available, then unavailable, or vice versa.

• History state—After a route flaps once, it is assigned a penalty and put into “history state,”

meaning the router does not have the best path, based on historical information.

• Penalty—Each time a route flaps, the router configured for route dampening in another AS assigns the route a penalty of 1000. Penalties are cumulative. The penalty for the route is stored

in the BGP routing table until the penalty exceeds the suppress limit. At that point, the route state changes from “history” to “damp.”

• Damp state—In this state, the route has flapped so often that the router will not advertise this route to BGP neighbors.

• Suppress limit—A route is suppressed when its penalty exceeds this limit. The default value is 2000.

• Half-life—Once the route has been assigned a penalty, the penalty is decreased by half after the

half-life period (which is 15 minutes by default). The process of reducing the penalty happens every 5 seconds.

• Reuse limit—As the penalty for a flapping route decreases and falls below this reuse limit, the

route is unsuppressed. That is, the route is added back to the BGP table and once again used for

forwarding. The default reuse limit is 750. The process of unsuppressing routes occurs at 10-second increments. Every 10 seconds, the router finds out which routes are now unsuppressed and advertises them to the world.

• Maximum suppress limit—This value is the maximum amount of time a route can be suppressed. The default value is 4 times the half-life. The routes external to an AS learned via IBGP are not dampened. This policy prevent the IBGP peers from having a higher penalty for routes external to the AS.

Enable Route Dampening

To enable BGP route dampening, use the following command in global configuration mode:

Command Purpose

bgp dampening Enable BGP route dampening.

To change the default values of various dampening factors, use the following command in global

configuration mode:

Command Purpose

bgp dampening half-life reuse suppress max-suppress [route-map map] Change the default values of route dampening factors.
Monitor and Maintain BGP

Display System and Network Statistics

You can display specific statistics such as the contents of BGP routing tables, caches, and databases.

Information provided can be used to determine resource utilization and solve network problems.You

can also display information about node reachability and discover the routing path your device’s

packets are taking through the network.

To display various routing statistics, use the following commands in EXEC mode:

Command Purpose

clear ip bgp address Reset a particular BGP connection.

clear ip bgp * Reset all BGP connections.

clear ip bgp peer-group tag Remove all members of a BGP peer group.

Command Purpose

show ip bgp prefix Display peer groups and peers not in peer groups to which the prefix has been advertised.

show ip bgp cidr-only Display all BGP routes that contain subnet and supernet network masks.

show ip bgp community community-number [exact] Display routes that belong to the specified communities.

show ip bgp community-list community-list-number [exact] Display routes that are permitted by the community list.

show ip bgp filter-list access-list-number Display routes that are matched by the specified autonomous system path access list.

show ip bgp inconsistent-as Display the routes with inconsistent originating autonomous systems.

show ip bgp regexp regular-expression Display the routes that match the specified regular expression entered on the command line.

show ip bgp [network] [network-mask] [subnets] Display the contents of the BGP routing table.

show ip bgp neighbors [address] Display detailed information on the TCP and BGP connections to individual neighbors.

show ip bgp neighbors [address] [received-routes |routes | advertised-routes | paths regular-expression | dampened-routes] Display routes learned from a particular BGP neighbor.
BGP Configuration Examples

BGP Neighbor Configuration Examples

In the following example, a BGP router is assigned to autonomous system 109, and two networks

are listed as originating in the autonomous system. Then the addresses of three remote routers (and

their autonomous systems) are listed. The router being configured will share information about

networks 131.108.0.0 and 192.31.7.0 with the neighbor routers. The first router listed is in a different

autonomous system; the second neighbor command specifies an internal neighbor (with the same

autonomous system number) at address 131.108.234.2; and the third neighbor command specifies

a neighbor on a different autonomous system.
router bgp 109

network 131.108.0.0

network 192.31.7.0

neighbor 131.108.200.1 remote-as 167

neighbor 131.108.234.2 remote-as 109

neighbor 150.136.64.19 remote-as 99

Router A is being configured. The internal BGP neighbor is not directly linked to Router A. External neighbors (in autonomous system 167 and autonomous system 99) must be linked directly to Router A.

Configure Route Filtering Using a Prefix List

The following example denies the default route 0.0.0.0/0:

ip prefix-list abc deny 0.0.0.0/0
The following example permits a route that matches the prefix 35.0.0.0/8:
ip prefix-list abc permit 35.0.0.0/8
In the following example, the BGP process only accepts prefixes with a prefix length of /8 to /24:
router bgp

version 2

network 101.20.20.0

distribute-list prefix max24 in

!

ip prefix-list max24 seq 5 permit 0.0.0.0/0 ge 8 le 24 !
The following configuration can be used to conditionally originate a default route(0.0.0.0/0) in RIP

when there exists a prefix 10.1.1.0/24 in the routing table:
ip prefix-list cond permit 10.1.1.0/24

!

route-map default-condition permit 10

match ip address prefix-list cond

!

router rip

default-information originate route-map default-condition !
In the following configuration, BGP accepts routing updates from 193.1.1.1 only, besides filtering on the prefix length:

router bgp

distribute-list prefix max24 gateway allowlist in !

ip prefix-list allowlist seq 5 permit 192.1.1.1/32 !
In the following example, BGP filters incoming updates to the prefix using name1, and matches the

gateway (next-hop) of the prefix being updated to the prefix list name2, on the interface ethernet 0.

router bgp 103

distribute-list prefix name1 gateway name2 in ethernet 0.

Configure Route Filtering by Specifying a Group of Prefixes

The following example permits routes with prefix length up to 24 in network 192/8:

ip prefix-list abc permit 192.0.0.0/8 le 24
The following example denies routes with prefix length greater than in 25 in 192/8:

ip prefix-list abc deny 192.0.0.0/8 ge 25
The following example permits routes with prefix length greater than 8 and less than 24 in all address

space:

ip prefix-list abc permit 0.0.0.0/0 ge 8 le 24
The following example denies routes with prefix length greater than 25 in all address space:

ip prefix-list abc deny 0.0.0.0/0 ge 25
This example denies all routes in 10/8, since any route in the Class A network 10.0.0.0/8 is denied

if its mask is less than or equal to 32 bits:

ip prefix-list abc deny 10.0.0.0/8 le 32
The following example denies routes with a mask greater than 25 in 204.70.1/24:

ip prefix-list abc deny 204.70.1.0/24 ge 25
BGP Peer Group Examples

This section contains an IBGP peer group example and an EBGP peer group example.

IBGP Peer Group Example

In the following example, the peer group named internal configures the members of the peer group

to be IBGP neighbors. By definition, this is an IBGP peer group because the router bgp command

and the neighbor remote-as command indicate the same autonomous system (in this case, AS 100).

All the peer group members use loopback 0 as the update source and use set-med as the outbound

route-map. The example also shows that, except for the neighbor at address 171.69.232.55, all the

neighbors have filter-list 2 as the inbound filter list.
router bgp 100

neighbor internal peer-group

neighbor internal remote-as 100

neighbor internal update-source loopback 0

neighbor internal route-map set-med out

neighbor internal filter-list 1 out

neighbor internal filter-list 2 in

neighbor 171.69.232.53 peer-group internal

neighbor 171.69.232.54 peer-group internal

neighbor 171.69.232.55 peer-group internal

neighbor 171.69.232.55 filter-list 3 in

EBGP Peer Group Example

In the following example, the peer group external-peers is defined without the neighbor remote-as

command. This is what makes it an EBGP peer group. Each member of the peer group is configured

with its respective autonomous system number separately. Thus, the peer group consists of members

from autonomous systems 200, 300, and 400. All the peer group members have set-metric route map

as an outbound route map and filter-list 99 as an outbound filter list. Except for neighbor 171.69.232.110, all have 101 as the inbound filter list.
router bgp 100

neighbor external-peers peer-group

neighbor external-peers route-map set-metric out

neighbor external-peers filter-list 99 out

neighbor external-peers filter-list 101 in

neighbor 171.69.232.90 remote-as 200

neighbor 171.69.232.90 peer-group external-peers

neighbor 171.69.232.100 remote-as 300

neighbor 171.69.232.100 peer-group external-peers

neighbor 171.69.232.110 remote-as 400

neighbor 171.69.232.110 peer-group external-peers

neighbor 171.69.232.110 filter-list 400 in
Configuring Catalyst Switch

Monitoring the Switch

This section describes how to monitor the switch using a variety of commands:

• Check System Status—Display global system status information for the switch.

• Check Module Status—Display module-specific status information.

• Check Port Status—Display port-specific status information.

• Check Port Capabilities—Display feature support information for switch ports.

• Check Network Connectivity—Test connectivity to other devices using ping and traceroute.

• Display Spanning-Tree Information—Display the spanning-tree state and other information for ports and VLANs.

• View Neighbor Information—Display information about directly connected Cisco devices.

• View the Forwarding Table—Display the contents of the Layer 2 forwarding table.

• View User Sessions—Display information about active user sessions on the switch.

• View Version Information—Display hardware, firmware, and software version information.
Check System Status

Use the show system command to display global system status information for the switch. This example shows how to check the system status:

4003-ER-F1> (enable) show system

PS1-Status PS2-Status Fan-Status Temp-Alarm Sys-Status Uptime d,h:m:s Logout

---------- ---------- ---------- ---------- ---------- -------------- ---------

ok none ok off ok 1,19:43:11 20 min

PS1-Type PS2-Type Modem Baud Traffic Peak Peak-Time

---------- ---------- ------- ----- ------- ---- -------------------------

WS-C4008 none disable 9600 0% 0% Fri Apr 9 1999, 18:54:17

System Name System Location System Contact

------------------------ ------------------------ ------------------------

4003-ER-F1 Bldg 1 Equip Room sysadmin@bigcorp.com

4003-ER-F1> (enable)

Check Module Status

Use the show module command to display module status information for the switch. Specify a module number to display information for that module only. To check module status, perform this task in privileged mode:

Task Command

show module [mod_num]
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This example shows how to check the status of all modules in the switch:

Console> (enable) show module

Mod Slot Ports Module-Type Model Status

--- ---- ----- ------------------------- ------------------- --------

1 1 0 Switching Supervisor WS-X4012 ok

2 2 6 1000BaseX Ethernet WS-X4306 ok

3 3 6 1000BaseX Ethernet WS-X4306 ok

Mod Module-Name Serial-Num

--- ------------------- --------------------

1 JAB023806JR

2 JAB0240004D

3 JAB024000YY

Mod MAC-Address(es) Hw Fw Sw

--- -------------------------------------- ------ ---------- -----------------

1 00-10-7b-f8-03-00 to 00-10-7b-f8-06-ff 0.1 4.4(1) 5.1(1)

2 00-10-7b-f6-b1-a8 to 00-10-7b-f6-b1-ad 0.2

3 00-10-7b-f6-b2-1a to 00-10-7b-f6-b2-1f 0.2

Console> (enable)

This example shows how to check the status of an individual module in the switch:

Console> (enable) show module 2

Mod Slot Ports Module-Type Model Status

--- ---- ----- ------------------------- ------------------- --------

2 2 6 1000BaseX Ethernet WS-X4306 ok

Mod Module-Name Serial-Num

--- ------------------- --------------------

2 JAB0240004D

Mod MAC-Address(es) Hw Fw Sw

--- -------------------------------------- ------ ---------- -----------------

2 00-10-7b-f6-b1-a8 to 00-10-7b-f6-b1-ad 0.2

Console> (enable)

Check Port Status

Use the show port command to display switch port status information. Specify a module number to display information for ports on that module only. Specify a module number and port number to display information for that port only.
This example shows how to check the status of all ports on module 3:

Console> (enable) show port 3

Port Name Status Vlan Level Duplex Speed Type

----- ------------------ ---------- ---------- ------ ------ ----- ------------

3/1 connected 10 normal full 1000 1000BaseSX

3/2 connected 10 normal full 1000 1000BaseSX

3/3 connected 20 normal full 1000 1000BaseSX

3/4 connected 40 normal full 1000 1000BaseSX

3/5 notconnect 1 normal full 1000 No GBIC

3/6 notconnect 1 normal full 1000 No GBIC

Port Security Secure-Src-Addr Last-Src-Addr Shutdown Trap IfIndex

----- -------- ----------------- ----------------- -------- -------- -------

3/1 disabled No disabled 15

3/2 disabled No disabled 16

3/3 disabled No disabled 17

3/4 disabled No disabled 18

3/5 disabled No disabled 19

3/6 disabled No disabled 20

Port Send FlowControl Receive FlowControl RxPause TxPause Unsupported

admin oper admin oper opcodes

----- -------- -------- -------- -------- ------- ------- -----------

3/1 desired on desired on 0 0 0

3/2 desired on desired on 0 0 0

3/3 desired on desired on 0 0 0

3/4 desired on desired on 0 0 0

3/5 desired off off off 0 0 0

3/6 desired off off off 0 0 0

Port Status Channel Channel Neighbor Neighbor

mode status device port

----- ---------- --------- ----------- ------------------------- ----------

3/1 connected off not channel

3/2 connected off not channel

3/3 connected off not channel

3/4 connected off not channel

3/5 notconnect off not channel

3/6 notconnect off not channel

Task Command

Display switch port status information. show port [mod_num[/port_num]]
Check Port Capabilities

Port Align-Err FCS-Err Xmit-Err Rcv-Err UnderSize

----- ---------- ---------- ---------- ---------- ---------

3/1 - 0 0 0 0

3/2 - 0 0 0 0

3/3 - 0 0 0 0

3/4 - 0 0 0 0

3/5 - 0 0 0 0

3/6 - 0 0 0 0

Port Single-Col Multi-Coll Late-Coll Excess-Col Carri-Sen Runts Giants

----- ---------- ---------- ---------- ---------- --------- --------- ---------

3/1 0 0 0 0 0 0 0

3/2 0 0 0 0 0 0 0

3/3 0 0 0 0 0 0 0

3/4 0 0 0 0 0 0 0

3/5 0 0 0 0 0 0 0

3/6 0 0 0 0 0 0 0

Last-Time-Cleared

--------------------------

Fri Apr 30 1999, 18:54:17

Console> (enable)

Check Port Capabilities

Use the show port capabilities command to display information about feature support for a specific port. Specify a module number to display information for ports on that module only. Specify a module number and port number to display information for that port only. To check port capabilities, perform this task in privileged mode:

Task Command

show port capabilities [mod_num[/port_num]]
This example shows how to check the port capabilities of a specific port:

Console> (enable) show port capabilities 3/1

Model WS-X4306

Port 3/1

Type 1000BaseSX

Speed 1000

Duplex full

Trunk encap type 802.1Q

Trunk mode on,off,desirable,auto,nonegotiate

Channel 3/1-2

Flow control receive-(off,on,desired),send-(off,on,desired)

Security yes

Membership static,dynamic

Fast start yes

QOS n/a

Rewrite no

UDLD Capable

Console> (enable)

Check Network Connectivity

After you assign an IP address and a default gateway, and at least one switch port is connected to the network and properly configured, you should be able to communicate with other nodes on the network.

To check whether the switch is properly connected and configured, perform this task in privileged mode:

Task Command

Step 1 Ping another node on the network. ping [-s] host [packet_size] [packet_count] 

Step 2 (Optional) Trace the route of packets through the network to another node (only Layer 3 devices, such as routers, will appear in the path).traceroute [-q nqueries] host [data_size]5-7

This example shows how to check connectivity out a switch port using the ping

and traceroute commands:

Console> (enable) ping 10.10.1.10

10.10.1.10 is alive

Console> (enable) ping -s 5509-ER-F1 1200 4

PING 10.10.1.10: 1200 data bytes

1208 bytes from 10.10.1.10: icmp_seq=0. time=9 ms

1208 bytes from 10.10.1.10: icmp_seq=1. time=11 ms

1208 bytes from 10.10.1.10: icmp_seq=2. time=16 ms

1208 bytes from 10.10.1.10: icmp_seq=3. time=10 ms

----10.10.1.10 PING Statistics----

4 packets transmitted, 4 packets received, 0% packet loss

round-trip (ms) min/avg/max = 9/11/16

Console> (enable) traceroute 10.10.10.100

traceroute to dns-server-1.bigcorp.com (10.10.10.100), 30 hops max, 40 byte packets

1 rsm-vlan1-if.bigcorp.com (10.10.1.1) 2 ms 2 ms 1 ms

2 dns-server-1.bigcorp.com (10.10.10.100) 2 ms 2 ms 1 ms

Console> (enable) traceroute dns-server-1 1400

traceroute to dns-server-1.bigcorp.com (10.10.10.100), 30 hops max, 1440 byte packets

1 rsm-vlan1-if.bigcorp.com (10.10.1.1) 1 ms 2 ms 1 ms

2 dns-server-1.bigcorp.com (10.10.10.100) 2 ms 2 ms 2 ms

Console> (enable)

Display Spanning-Tree Information

Spanning tree prevents the formation of network loops. The switch maintains an instance of spanning tree for every VLAN. 

Step 3 If the host is unresponsive, check the IP address, subnet mask, broadcast address, and VLAN assignment of the in-band (sc0) switch interface.show interface

Step 4 If the interface is properly configured, heck the default gateway assignment.show ip route

Task Command

Display spanning-tree information. show spantree [vlan | mod_num/port_num] [active]
To display spanning-tree information for the switch, perform this task in privileged mode:

This example shows how to display spanning-tree information for VLAN 10:

Console> (enable) show spantree 10

VLAN 10

Spanning tree enabled

Spanning tree type ieee

Designated Root 00-10-7b-f8-03-09

Designated Root Priority 32768

Designated Root Cost 0

Designated Root Port 1/0

Root Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec

Bridge ID MAC ADDR 00-10-7b-f8-03-09

Bridge ID Priority 32768

Bridge Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec

Port Vlan Port-State Cost Priority Fast-Start Group-Method

--------- ---- ------------- ----- -------- ---------- ------------

2/1-2 10 forwarding 3 32 disabled channel

3/1 10 forwarding 4 32 enabled

3/2 10 forwarding 4 32 enabled

Console> (enable)

View Neighbor Information

Use the show cdp neighbors command to display information about directly connected Cisco devices. Specify a module number to display information for that module only. Specify a module number and port number to display information for that port only. The vlan, duplex, and capabilities keywords display different information about neighbor devices. The detail keyword shows detailed neighbor information.
Task Command

Display neighbor device information. show cdp neighbors [mod_num[/port_num]] [vlan | duplex | apabilities | detail]
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This example shows how to display summary information for all neighboring Cisco devices:

Console> (enable) show cdp neighbor

* - indicates vlan mismatch.

# - indicates duplex mismatch.

Port Device-ID Port-ID Platform

-------- ------------------------------- ------------------------- ------------

2/1 003812064 1/1 WS-C5509

2/2 003812064 1/2 WS-C5509

Console> (enable)

This example shows how to display detailed neighbor information for Cisco

devices connected to a particular port:

Console> (enable) show cdp neighbor 2/1 detail

Port (Our Port): 2/1

Device-ID: 003812064

Device Addresses:

IP Address: 10.10.1.10

Holdtime: 129 sec

Capabilities: TRANSPARENT_BRIDGE SR_BRIDGE SWITCH

Version:

WS-C5509 Software, Version McpSW: 5.1(1) NmpSW: 5.1(1)

Copyright (c) 1995-1999 by Cisco Systems

Platform: WS-C5509

Port-ID (Port on Neighbors’s Device): 1/1

VTP Management Domain: BigCorp

Native VLAN: 1

Duplex: full

Console> (enable)

View the Forwarding Table

The switch makes forwarding decisions using a table that maps switch ports to MAC addresses. To display the contents of the table, use the show cam command. To display the contents of the forwarding table, perform this task in privileged mode:
Task Command

Display forwarding table entries. show cam [count]{dynamic | static | permanent | system} [vlan] show cam {dynamic | static | permanent | system} mod_num/port_num show cam mac_addr [vlan]
This example shows how to display all dynamically learned forwarding table entries for VLAN 10:

Console> (enable) show cam dynamic 10

* = Static Entry. + = Permanent Entry. # = System Entry. R = Router Entry.

X = Port Security Entry

VLAN Dest MAC/Route Des [CoS] Destination Ports or VCs / [Protocol Type]

---- ------------------ ----- -------------------------------------------

10 00-10-0d-3e-8c-00 2/1 [ALL]

10 00-01-70-2C-75-80 3/1 [ALL]

10 00-01-70-3D-60-10 3/2 [ALL]

Total Matching CAM Entries Displayed = 3

Console> (enable)
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View User Sessions

To display the current user sessions on the switch, perform this task in privileged mode:

Task Command

Display the current user sessions. show users [noalias]

This example shows how to display information about user sessions on the switch:

Console> (enable) show users

Session User Location

-------- ---------------- -------------------------

console

telnet sam-pc.bigcorp.com

* telnet jake-nt.bigcorp.com

Console> (enable)

This example shows how to display information about user sessions using the noalias keyword to display the IP addresses of connected hosts:

Console> (enable) show users noalias

Session User Location

-------- ---------------- -------------------------

console

telnet 10.10.10.12

* telnet 10.10.20.46

Console> (enable)

View Version Information

To display the version information for the switch, perform this task in privileged mode:

Task Command

Display version information for the switch.

show version [mod_num]
This example shows how to display version information for the switch:

Console> (enable) show version

WS-C4003 Software, Version NmpSW: 5.1(1)

Copyright (c) 1995-2000 by Cisco Systems, Inc.

NMP S/W compiled on May 1 1999, 05:20:04

GSP S/W compiled on May 1 1999, 23:59:01

System Bootstrap Version: 4.4(1)

Hardware Version: 0.1 Model: WS-C4003 Serial #: JAB023806JR

Mod Port Model Serial # Versions

--- ---- ---------- -------------------- ---------------------------------

1 0 WS-X4012 JAB023806JR Hw : 0.1

Gsp: 5.1(1)

Nmp: 5.1(1)

2 48 WS-X4148 JAB023402QH Hw : 1.0

3 6 WS-X4306 JAB024000YY Hw : 0.2

DRAM FLASH NVRAM

Module Total Used Free Total Used Free Total Used Free

------ ------- ------- ------- ------- ------- ------- ----- ----- -----

1 32768K 17886K 14882K 12288K 6873K 5415K 480K 128K 352K

Uptime is 1 day, 20 hours, 2 minutes

Console> (enable)

Configuring VLANs

VLANs allow you to segment your network, limiting broadcast domains and organizing your network hierarchically. To configure VLANs on the switch, perform these tasks:

Step 1 Configure VLAN Trunk Protocol—Create a VLAN Trunk Protocol (VTP) domain and set the VTP mode on the switch.

Step 2 Configure VLANs—Create VLANs in the VTP domain and assign switch ports to

those VLANs.

Configure VLAN Trunk Protocol

The switch can operate in any one of these three VTP modes:

• Server—VTP servers advertise their VLAN configuration to other switches in the same VTP domain and synchronize their VLAN configuration with other switches based on advertisements received over trunk links. VTP server is the default mode.

• Client—VTP clients function the same way as VTP servers, but you cannot create, change, or delete VLANs on a VTP client.

• Transparent—VTP transparent switches do not participate in VTP. A VTP transparent switch does not advertise its VLAN configuration and does not synchronize its VLAN configuration based on received advertisements.

Configure the Switch as a VTP Server

When a switch is configured as a VTP server, you must define a VTP domain before you can create VLANs. To configure a switch as a VTP server, perform this task in privileged mode:

Task Command

Step 1 Assign a name to the VTP managementdomain. set vtp domain name

Step 2 Set the VTP mode. set vtp mode server

Step 3 Verify the VTP configuration. show vtp domain
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This example shows how to configure a switch as a VTP server:

Console> (enable) set vtp domain BigCorp

VTP domain BigCorp modified

Console> (enable) set vtp mode server

VTP domain BigCorp modified

Console> (enable) show vtp domain

Domain Name Domain Index VTP Version Local Mode Password

-------------------------------- ------------ ----------- ----------- ----------

BigCorp 1 2 server -

Vlan-count Max-vlan-storage Config Revision Notifications

---------- ---------------- --------------- -------------

5 1023 0 disabled

Last Updater V2 Mode Pruning PruneEligible on Vlans

--------------- -------- -------- -------------------------

0.0.0.0 disabled disabled 2-1000

Console> (enable)

Configure the Switch as a VTP Client

When a switch is a VTP client, you cannot configure VLANs on the switch; instead, you configure VLANs on a VTP server in the same VTP domain as the client. The VTP client synchronizes its VLAN configuration to the configuration of the server. To configure a switch as a VTP client, perform this task in privileged mode:

Task Command

Step 1 Assign a name to the VTP management domain.set vtp domain name

Step 2 Set the VTP mode. set vtp mode client

Step 3 Verify the VTP configuration. (It might take a few moments before a VTP client learns the VTP and VLAN configuration information from neighboring switches.) show vtp domain
This example shows how to configure a switch as a VTP client:

Console> (enable) set vtp domain BigCorp

VTP domain BigCorp modified

Console> (enable) set vtp mode client

VTP domain BigCorp modified

Console> (enable) show vtp domain

Domain Name Domain Index VTP Version Local Mode Password

-------------------------------- ------------ ----------- ----------- ----------

BigCorp 1 2 client -

Vlan-count Max-vlan-storage Config Revision Notifications

---------- ---------------- --------------- -------------

5 1023 0 disabled

Last Updater V2 Mode Pruning PruneEligible on Vlans

--------------- -------- -------- -------------------------

0.0.0.0 disabled disabled 2-1000

Console> (enable)

Configure the Switch as VTP Transparent

When a switch is in VTP transparent mode, you must configure VLAN information manually on the switch. A VTP-transparent switch does not advertise its VLAN configuration information to other switches and will ignore VTP updates from VTP clients and servers. To configure a switch for VTP transparent mode, perform this task in privileged

mode:

Task Command

Step 1 Set the VTP mode. set vtp mode transparent

Step 2 Verify the VTP configuration. show vtp domain
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This example shows how to configure a switch as VTP transparent:

Console> (enable) set vtp mode transparent

VTP domain modified

Console> (enable) show vtp domain

Domain Name Domain Index VTP Version Local Mode Password

-------------------------------- ------------ ----------- ----------- ----------

1 2 Transparent -

Vlan-count Max-vlan-storage Config Revision Notifications

---------- ---------------- --------------- -------------

5 1023 0 disabled

Last Updater V2 Mode Pruning PruneEligible on Vlans

--------------- -------- -------- -------------------------

0.0.0.0 disabled disabled 2-1000

Console> (enable)

Configure VLANs

Create VLANs

To configure an Ethernet VLAN in a VTP domain, perform this task in privileged mode:

This example shows how to create a VLAN and verify the VLAN configuration:

Console> (enable) set vlan 10 name Corporate

Vlan 10 configuration successful

Console> (enable) show vlan 10

VLAN Name Status IfIndex Mod/Ports, Vlans

---- -------------------------------- --------- ------- ------------------------

10 Corporate active 103

VLAN Type SAID MTU Parent RingNo BrdgNo Stp BrdgMode Trans1 Trans2

---- ----- ---------- ----- ------ ------ ------ ---- -------- ------ ------

10 enet 100010 1500 - - - - - 0 0

VLAN DynCreated

---- ----------

10 static

VLAN AREHops STEHops Backup CRF 1q VLAN

---- ------- ------- ---------- -------

Console> (enable)

Assign Switch Ports to VLANs

Step 1 Create a VLAN by assigning it a VLAN number and, if desired, a VLAN name.

set vlan vlan_num [name name]
Step 2 Verify the VLAN configuration. 
show vlan vlan_num
To add a switch port to a VLAN, perform this task in privileged mode:

This example shows how to assign ports to a VLAN and how to verify to which

VLAN the ports belong:

Console> (enable) set vlan 10 3/1-2

VLAN 10 modified.

VLAN 1 modified.

VLAN Mod/Ports

---- -----------------------

10 3/1-2

Console> (enable) show vlan 10

VLAN Name Status IfIndex Mod/Ports, Vlans

---- -------------------------------- --------- ------- ------------------------

10 Corporate active 103 3/1-2

<... output truncated ...>

Console> (enable) show port 3

Port Name Status Vlan Level Duplex Speed Type

----- ------------------ ---------- ---------- ------ ------ ----- ------------

3/1 connected 10 normal full 1000 1000BaseSX

3/2 connected 10 normal full 1000 1000BaseSX

<... output truncated ...>

Console> (enable)

Task Command

Step 1 Add one or more switch ports to a VLAN.

set vlan vlan_num

mod_num/port_num

Step 2 Verify that the ports are properly assigned to the VLAN.

show vlan vlan_num

Step 3 Check to which VLAN a particular port belongs.

show port [mod_num/port_num]
結論
 本次在澳大利亞的測試內容係以Cisco System的產品為主，藉由CCIE證照的實境測試可進一步瞭解大型網路之設計與規畫，並對Cisco Router與Switch之相關功能有更深入的探討。
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